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THE EFFICIENCY OF EMERGING STOCK MARKETS:
EVIDENCE FROM ASIA AND AFRICA

Abdelmoneim Youssef, University of Rome tor Vergata
Giuseppe Galloppo, University of Tuscia, Viterbo

ABSTRACT

This paper examines the efficiency in pricing securities as well as the relation between exchange rate and
dynamics of equity returns in a number of emerging stock markets from Africa and Asia,. This study
utilizes methodologies based on Single variance ratio test of Lo and Mackinlay (1988), multiple variance
tests of Chow and Denning (1993), individual variance test based on ranks and signs of Wright (2000),
Wild bootstrap test of Chow and Denning introduced by Kim (2006), and joint version of sign test of
Wright by Kim and Shamsuddin (2008). Results shows that Egyptian, Moroccan and Indian exchanges
are not in conformity with the Random Walk Hypothesis (RWH) from the perspective of both local and
international investors. Whereas the first two markets are considered inefficient in pricing equities, from
the perspective of both local and international investors, when monthly returns are employed. The Indian
market supports that testing for RWH is sensitive to the frequency of data used. It is worth mentioning
that empirical results demonstrate also insensitivity of testing of RWH to exchange rate changes. The
main significance of our study is the use of the latest test methodologies in analyzing an investment area
that is growing in the emerging stock markets.

JEL: G12, G13, G14, G15
KEYWORDS: Emerging Markets, Variance Ratio Test, Wild Bootstrap, Conditional Heteroskedasticity.

INTRODUCTION

in fact, it is known that the hypothesis of market efficiency has a strong influence on fund manager

international asset allocation. In this light, more and more attention is given to the concept of
globalization and movement of investments across countries, and so to emerging markets and their
efficiency. Therefore these emerging stock markets become viable alternative for investors seeking
international diversifications. According to Random Walk Hypothesis, in efficient market, the asset prices
reflect markets’ best estimate for the assets’ risk and expected return, while in the case of emerging
markets are often characterized by a lower volume and frequency of trading and easiness of manipulation
by a few larger traders. If correct information fails to be quickly and fully reflected in the stock prices
then stock markets are said to be inefficient, who has private information can benefit by anticipating the
course of such prices, Borges (2007). Increasing the importance of stock markets in developing countries-
emerging markets —is one of the most striking features of the international financial development over the
past two decades. This growth is an instrument of increasing the wheel of development in those countries,
so for many reasons, the ability to attract inward portfolio investment, improve the pricing and
availability of capital for domestic investment, and boost domestic savings. However the ability of
emerging stock markets to play that role depends on their efficiency. If they are to help improve the
operation of the capital market, then the role of stock markets in the allocation and pricing of capital, and
the pricing of risk, is crucial.

I : fficiency of stock markets plays important role for the investors to make their investment decision,

The importance of the efficiency of stock markets comes also from the way in which they make
evaluation of market firm. The discount rate that represents shareholder’s required rate of return is
established as a result of benchmark rates in the stock markets such as the Risk-Free Rate (RF) and the
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market risk premium. If stock prices accurately reflect future firm performance, then this creates the
premises for efficient resource allocation. On the other hand, if stock prices are formed inefficiently, that
creates the potential for inappropriate investments in the economy and firms that should face high costs of
raising capital are actually able to raise it cheaper, hence the result can be severe social costs.

This evolution in African and Asia stock markets has been based on a number of factors. Where many
African and Asian countries have implemented economic reform programs and that in the process of
transformation, through privatization programs to maximize the role of the private sector in the national
economy. As a result of this transformation markets obtained the power to rule in prices determining and
allocate the financial resources. Furthermore, this economic reform has implication on financial sector
which lead to establish many of the new stock markets, and improve the existing stock markets through
providing a supply of new shares and a further boost to stock market development, that is by involving
the listing of shares in formerly nationalized companies.

In order to assess the efficiency of the financial market, many methodologies can be considered, starting
from variance ratio tests, introduced by Lo and Mackinlay (1988), by applying single variance ratio test,
its direct evolution multiple variance test of Chow and Denning (1993), to variance ratio (VR) based on
ranks and signs of Wright (2000), till more recent approaches as Whang—Kim sub-sampling tests of
Whang and Kim (2003), and the wild bootstrapping of Chow and Denning test introduced by Kim (2006).

The purpose of this paper is to contribute to the debate by examining some issues concerning the
efficiency of market and the relation between exchange rate and equity returns. These issues have not
been examined so far for both Asian and African stock markets together, so this paper attempts to fill that
gap by addressing the following objectives, which are (1) to examine the Random Walk Hypothesis
(RWH) for stock prices in Asian and African emerging Markets. This theory affirms that stock price
changes have the same distribution and are independent of each other, so the past movement or trend of a
stock price or market cannot be used to predict its future movement. (2) to determine whether exchange
rates affect tests of equity returns in emerging markets. (3) to investigate whether large capitalization
stocks follow a random walk. The main significance of our study of these objectives is the use of the
latest test methodologies in analyzing an investment area that is growing in the emerging stock markets.
The rest of this paper is organized as follows: Section 2 describes a survey of the previous works in this
area. Section 3 presents methodology used to analyze the role of the financial analysts’ information to
feed the bubble, while Section 4 discusses the data and next one empirical results. Section 6 provides
some concluding remarks.

LITERATURE REVIEW

This paper is concerned with testing for the consistency with the random walk hypothesis (RWH) in some
selected stock exchanges in Africa and Asia. Very huge evolution in testing for the RWH took place
during the past decades. Literature includes many direct tests aims at investigating whether stock prices
are predictable based upon past prices as technical analysis in Elaine (2007). It is well known that unit
root tests (e.g. Augmented Dickey-Fuller test) lack power and, therefore, they are unable to reject the
RWH against the stationarity alternative when the null hypothesis is, in fact, false, though improvement
are achived by and unit root tests of Marashdeh and Shrestha (2008).

Since the seminal paper of Lo and Mackinlay (1988) in which they introduced their VR test, many
empirical studies applied the test or more sophisticated versions of VR as introduced by Chow and
Denning (1993).

Lo and Mackinlay (1988) introduced their single variance ratio (VR) tests by utilizing the property of
random walk that if the natural logarithms of asset prices follow a random walk, then the variance g-
difference of asset prices should be q times of its first difference. In other words, VR (q) of (1/q) th of the
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variance of g-holding -period return to that of one-holding-period return has to be unity for all q. They
derived two test statistics, under the assumptions of homoscedasticity and heteroskedasticity, which are
asymptotically normally distributed. Since then, the methodology of VR has been received a lot of
attention and developments. Chow and Denning (1993) criticized the aforementioned VR tests where the
null hypothesis is tested for an individual value of holding period, q. They argued that question as
whether or not stock prices obey the RWH requires that the null hypothesis hold true for all holding
periods of q. Accordingly, this necessitates conducting a joint test where a multiple comparison of VRs
over a set of different time horizons is made. So, the weakness of approach of Lo—MacKinlay is that it
ignores the joint nature of testing for the RWH and, thus, it may involve much larger Type I error than the
nominal level of significance. To avoid this problem, Chow—Denning (1993) invented a joint test with
controlled size. They treated the test statistics of Lo and Mackinlay (1988) as Studentized Maximum
Modulus (SMM) variates.

Both Lo—MacKinlay and Chow—Denning tests are asymptotic tests, whose sampling distributions are
approximated based on their limiting distributions, which may have deficiencies especially when the
sample size is not large enough to justify asymptotic approximations. To overcome this problem,
literature proceeded into two directions. First, Wright (2000) introduced new VR tests based on ranks and
signs which are exact tests. Wright's (2000) tests have two advantages over Lo—MacKinlay and Chow—
Denning tests when sample size is relatively small: (1) the sign and rank tests have exact sampling
distribution and, hence, there is no need to resort to asymptotic approximation and (2) sign and rank tests
are more powerful than the conventional VR tests when the data are highly non-normal. Second, Kim
(2006) established the wild bootstrap of the test statistic robust for heteroskedasticity of Chow and
Denning (1993). By employing bootstrap, a re-sampling method which approximates the sampling
distribution of a statistic, Kim (2006) tackled the problem of small samples. Taking into account that the
test introduced by Kim (2006) does not ignore the joint nature of the VRs in testing for the RWH and it is
applicable to data with unknown forms of conditional and unconditional heteroskedasticity, it is
considered to be one of the most important tests employed for the RWH. Kim and Shamsuddin (2008)
reported that Monte Carlo simulations test of non-parametric tests show superior small sample properties
to those of the conventional Chow—Denning test.

Smith et al (2002) applied the methodology of multiple variance ratios of Chow and Denning (1993) to
test for RWH in a number of African markets. They divided the studied markets into four groups: big-
sized market [e.g. South Africa], medium-sized markets (e.g. Egypt), small new markets, including
exchanges experienced rapid growth, (e.g. Botswana and Ghana), and small new markets (e.g. Zambia
and Malawi) which have yet to take off. Using weekly data, their results showed that the RWH null
hypothesis is rejected for all stock markets, with the exception of South Africa which is found to be
consistent with the RWH. The South African exchange obeying the RWH can be attributed to the fact that
its financial sector is relatively sophisticated which facilitates information flows, in a manner that one
would expect of a developed stock market, to all market participants. The authors reported number of
reasons for efficiency of the South African stock market such as; size, as the value of capitalization and
turnover on South Africa stock market is ten times of the next largest market, liquidity that because of the
low level of turnover for some stocks which are not traded from one period to the next, and the fact that
Africa stock market is more “institutionally mature’ than other African markets.

Employing joint variance ratio tests based on ranks and signs and wild bootstrapping Chow and Denning
(1993) test, Smith and Rogers (2006) used data of four stock index futures and 36 single stock futures to
investigate the weak-form efficiency. They confirmed the evidence of efficiency for South Africa stock
market Smith et al (2002), with exception of 11 of the single stock futures rejected RWH. This rejection
caused by the noise effect which is common especially in individual stock prices and single stock futures
causing detection of predictable components difficult.
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For examining the presence of random walk in Istanbul Stock Exchange (ISE), Buguk and Brorsen (2003)
followed four different tests the Augmented Dickey—Fuller test, GPH fractional integration test of Cheung
and Lai(1993) , single variance ratio test of Lo and Mackinlay (1988) and finally single VR based on
ranks and signs of Wright (2000). Using weekly data for the time period 1992 to 1999. All the tests
employed confirmed the presence of random walk except the rank- and sign-based variance ratio test
shows inconsistency with RMH. This rejection is caused by the weakness of the tests used and the
advantage of Wright’s test (2000) over the others tests, as the sign and rank tests have exact sampling
distribution and, hence, there is no need to resort to asymptotic approximation ,and they are more
powerful than the conventional VR tests when the data are highly non-normal.

To investigate whether the stock price index in Emirates securities markets meets the criterion of weak
form market efficiency, Marashdeh, and Shrestha (2008) applied Perron (1997) models to test for a unit
root in the presence of one endogenously determined structural break. Using daily stock market index
data over the period 31 August 2003 to 13 April 2008, the test demonstrated that the Emirates securities
market data contains unit root and follow a random walk, which approved that the market meets the
criterion of weak form market efficiency. The results are contradict with the one which Squalli (2006)
obtained. As he employed the VR of LO and Mackinlay (1988) and the non-parametric runs tests to
investigate whether the Dubai Financial Market (DFM) and the Abu Dhabi Securities Market (ADSM)
are in conformity with the RWH. Employing daily data of sector indexes for the period 2000-2005, he
found that, except for the banking sector in the DFM, VRs are significantly less than unity. This implies
the presence of negative serial correlation in employed return series which can be seen as an indicator for
the presence of bubble in an emerging market. Interestingly, the contradiction of the results is illustrated
by the difference of methodologies.

Using VR of Lo and Mackinlay (1988) solved the shortcomings of unit root test as they are lack power
and, therefore, they are unable to reject the RWH against the stationarity alternative when the null
hypothesis is, in fact, false. Hoque et al (2007) examined eight emerging equity markets in Asia (Hong
Kong, Indonesia, Korea, Malaysia, the Philippines, Singapore, Taiwan, and Thailand). He employed four
tests to test whether returns of these markets obey the martingale difference sequence, namely single VR
test of Lo and Mackinlay (1988), multiple MVR test of Chow and Denning (1993), single VRs based on
ranks and signs of Wright (2000), and sub-sampling tests of Whang and Kim (2003). Using weekly price
data for time period 1990 to 2004, the author found evidence of an inefficient for all eight emerging
equity markets with exception for Taiwan and Korea which obey RMH.

To test for the RWH in a number of Asian markets, Kim and Shamusuddin (2008) employed three
versions of multiple variance ratio; namely Chow and Denning (1993) test, the wild bootstrapping of
Chow and Denning test introduced by Kim (2006), and joint signs of Wright (2000). Using daily and
weekly data from 1990 to 2005, their empirical results showed consistency of Hong Kong, Japanese,
Korean and Taiwanese markets with RWH. On the other hand, Indonesia, Malaysia and Philippines are
found to be inconsistent with RWH. Empirical results demonstrated also changes in some stock markets
behavior after the Asian crisis. For example, Singaporean and Thai markets have obeyed the RWH after
the Asian crisis in 1997. Mishra et al (2009) studied the efficiency of Indian stock market during the
global financial crisis. The study utilized methodology based on Augmented Dickey-Fuller test and
Poterba and Summers (1988) implication of market inefficiency. Employing daily stock returns, the
author suggested the existence of mean reversion illusion in India. In the same research context, some
years before, Gupta et al., (2007), find evidence of weak form of efficiency for Indian Stock Market.

ECONOMETRIC METHODOLOGY

The current part of the study is concerned with introducing different versions of VRs used to test for the
RWH which is equivalent to testing for weak-form market efficiency. The methodology of VRs, used in

4
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this paper, is based on the fact that variance of the random walk is positively correlated with time and the
relationship between them is linear. This property of the random walk is applicable for strong random
walk, where returns are independently and identically distributed (IID) as represented by equation (1) and
weak random walk where returns follow martingale difference sequence (MDS) .(Campbell et al.,
(1997)).

Consider the following equation to describe random walk model.

Pt = L+ Pt—1 T &, g~1ID(0, 6%) (D
Or
ar=Hu + &t StNHD(OJ 02) (2)

Wherep; donate the log of the return series under the consideration of time , y is drift parameter and the

expected value of random error term &; is zero for all t, finite variance and they (&;) are independently
and identical distributed (IID). So, any conditional heteroskedasticity is excluded.

Single Variance Ratio of Lo and Mackinlay (1988)

Lo and Mackinlay (1988) introduced their single variance ratio (VR) tests by utilizing the property of
random walk that if the natural logarithms of asset prices follow a random walk, then the variance g-
difference of asset prices should be g times of its first difference. In other words, VR (g) of (1/q) th of the
variance of g-holding -period return to that of one-holding-period return has to be unity for all g. They
derived two test statistics, under the assumptions of homoscedasticity and heteroskedasticity, which are
asymptotically normally distributed. Since then, the methodology of VR has been received a lot of
attention and developments.

2
VR(@) =255 3)

Where o2 (q) is the unbiased estimator of 1/q of the variance of the qth difference and o2 (1) is the
variance of the first difference. Where -2 (q) and ¢? (1) can be calculated as the following;

o2 (@ Tt (Pe = Peeq — AW)? @
Where:
M=q (ng-q+1)(1 — )

And

1
(’2(1)_(nq_1) Z?jl(pt — Pt-1— H)z (5

Where:
1
= (Png — Po)

Po and pyq are the first and last observations of the time series.
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Lo and Mackinlay (1988) derived two test statistics to test for RWH under the assumptions of both
homoscedasticity and heteroskedasticity. These test statistics are represented below by equations (6) and
(7) respectively. Both test statistics are asymptotically, and normally distributed with mean zero and
variance M1(q) and M2(q) are (0,1). As the test statistics are normally distributed with (0,1), the critical
values of the standard normal distribution are used to make the decision rule. Accordingly, if the absolute
value of the calculated test statistics (i.e. M1(q) and M2(q) ) exceeds the critical values of 2.58(1%) and
1.96(5%),the null hypothesis of RWH should be rejected at 1% and 5% levels of significance
respectively.

VR(q)—-1

Mi(Q) = 555 N (6)
VR(q)-1

M2(q) = g osm NOD) (M

Where M1(q) and M2(q) represent the asymptotic Variance respectively under homoscedasticity and
heteroskedasticity. If VR does not significantly differ from one, the null hypothesis of RWH is accepted.
If VR significantly exceeds one, the null hypothesis of RWH is rejected which indicating that returns are
positively serially correlated. If VR significantly found to be less than unity, the null hypothesis of RWH
is reject with negatively serially correlated returns which match with findings of Lo and Mackinlay
(1988).

Multiple Variance Tests of Chow and Denning (1993)

Multiple variance ratios (MVR) of Chow and Denning (1993) used the Studentized Maximum Modulus
(SMM) distribution to conduct such joint test. They criticized VR tests where the null hypothesis is tested
for an individual value of holding period, q. They argued that question as whether or not stock prices obey
the RWH requires that the null hypothesis hold true for all holding periods of q. Accordingly, this
necessitates conducting a joint test where a multiple comparison of VRs over a set of different time
horizons is made. So, the weakness of approach of Lo—MacKinlay is that it ignores the joint nature of
testing for the RWH and, thus, it may involve much larger Type I error than the nominal level of
significance. Namely, the probability of incorrect rejection of the true null hypothesis can be quite larger
than the chosen level of significance. To avoid this problem, Chow—Denning (1993) invented a joint test
with controlled size. They treated the test statistics of Lo and Mackinlay (1988) as Studentized Maximum
Modulus (SMM) variates.

a§(@)
Mr(q) = m— 1.0 (8)

As Mr (q;) is a set of m variance ratio estimates=1,2,.... and m corresponding to selected values of the
aggregation (observation) intervals (q;). Under the random walk hypothesis which are:

Hyi: M, (q;) =0 fori=1.2,..
Hy: My (gq;) # 0 for any i

These two statistics are appropriate to test an individual variance ratio, i.e. for a given value k. However,
under the null hypothesis any variance ratio must be equal to one, so that a more powerful approach is a
comparison of all selected variance-ratios with unity. Let k; be any integer greater than one with k; # k; for
i #j, Chow and Denning formulate the null hypothesis as HO : V R(k;) =1 for i = 1; 2,...,m, and define
their statistics as:

6
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MVR;(m) = max [MVR, (K;)|
<1sm

MVR,(m) = max [MVR,(K;)|
<lsm

Single VR Based on Ranks and Signs of Wright (2000)

Both Lo—MacKinlay and Chow—Denning tests are asymptotic tests, whose sampling distributions are
approximated based on their limiting distributions, which may have deficiencies especially when the
sample size is not large enough to justify asymptotic approximations. Wright (2000) introduced new VR
tests based on ranks and signs of the returns series which are exact tests.

Given the series of asset returns, & with associated ranks r(g;), Wright (2000) defined two random
variables:

r(&) -
o =( t 2 )/\/m )
12

Which has sample mean and variance of 0 and 1, respectively, and

L OV a10)

As r(&;)is the rank of y, among &1, €, &3, ... & in the first equation, for the second one ¢ is defined to
be the standard cumulative distribution function. The series of I'j should be simple linear transformation
of the ranks while r,; is inverse normal. Both are with sample mean zero and sample variance
approximately one.

The null hypothesis of random walk is rejected if observed R1, R2, and S exceed their corresponding
values obtained from Monte Carlo simulation, which are shown as following:

R = <T—1q Yieqr1(TietTir—1+ 471 g)? B 1) (2(2q—1)(q—1))_1/2
1

%ZZ=1T12t 3qT
(11)
TiqZZ=Q+1(r2t+r2r—1+“’+r2t—q)2 2(2g-1)(q-1) -1/,
Ry = 1T 42 -1 ( 3qT ) (12)
Tat=1"2t q

Wright (2000) used the signs of returns instead of its ranks to modify the variance ratio tests which imply
for any series y; as u (¢ > q) — 0.5 by getting result whether is % if y; is positive or -% if y;is negative.
as S¢=2u (¥, 0)=2u, where S; is a series with mean equal to zero and variance equal to the unit.

. .- 1 . e, 1 . . . .
S; takes value 1 with probability = and -1 with probability 7 » variance ratio tests using signs returns can
be define as the following :

2 _
S:<T—1qZZ:q+1(st+st_1+~~_+Sc—q) _ 1) (Z(Zq—l)(q—l))T1 (13)

1vT 2
Tot=15¢ 3qT
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Wild bootstrap of Chow and Denning Test Introduced by Kim (2006)

The wild bootstrap of MVR2 test statistic of Chow and Denning (1993) introduced by Kim (2006) is
alternative of VR tests, as it is re-sampling method which approximates the sampling distribution of a
statistic. The test is applicable to data with unknown forms of conditional and unconditional
heteroskedasticity. This test has to be considered recently as mostly effective for econometrics problems.
The test based on three stages:

1. Form bootstrap sample of T observations &.*=n & (t=1,. .. T) Where 1  is a random sequence
with E(m {)=0 and E(n (?)=1.

2. Calculate MVR2*= MVR2 (g*,q;), the MVR2 (&,q;) statistic obtained from the bootstrap sample.

3. Repeat (1) and (2) sufficiently many m times to form a bootstrap distribution of the test
statistic{MVR2 (&"; qj; D}Z;.

4. The test of P value can be calculated as the proportion of {MVR2 (¢"; qgj; j)};Z; greater than the
sample value of MVR2 (g,q;).

Joint Sign Test Introduced by Kim and Shamsuddin (2008)

Kim and Shamsuddin (2008) joint tests have superior size and power properties in small samples
compared to conventional multiple horizon variance ratio tests. As the Joint sign statistic also has an exact
sampling distribution, and its critical values can be obtained by simulation in a similar way as that of S
given in equation (13). The null hypothesis is rejected when the observed JS statistic is greater than the
critical value.

Data

In this paper the main data comprises weekly and monthly national stock prices indices in both domestic
(local) currency and the US dollar for 6 emerging stock markets form Africa and Asia. Egypt, Morocco
and South Africa are chosen to be as representatives of Africa .On the other hand, India, China, and
Indonesia are chosen to be as representatives of Asia. These national stock indices are obtained from
Thomson Financial DataStream (MSIC). The MSIC stock indices are value-weighted and are reformed
for dividend payments. Three of these 6 series China, India, and South Africa cover the period from
1/1/1993 to 1/1/2010, while two series Egypt and Morocco run a little shorter from to 12/30/1994 to
1/1/2010. Finally Indonesia from 12/30/1990 to1/1/2010. The examining evidences have very importance
role in Asia and Africa. Indeed, all these markets are characterized with the rapid growth, the
commitment to the rules of the international market, and furthermore, these markets have different
economic and institutional systems, which would confer on the search side of the comparison and variety.

Using local currency and US dollar for a reason that exchange rates affect in the determination of
emerging markets’ stock returns’ dynamics. The attractiveness of investing in emerging markets,
especially in the countries which are well known with exchange rate regime instability, depends on the
different equity dynamics return for international and local investors.

The tests in this paper are based on asymptotic approximations, which require a large number of
observations. Using weekly and monthly data are deriving a large number of observations and lower
biased than daily. Therefore, weekly and monthly are the ideal alternative of using daily data.
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EMPIRICAL RESULTS

Empirical Results from Local Investors’ Perspective

Tables (3) and (4) show results of VR tests, based on Lo and Mackinlay (1988) approach, on weekly and
monthly returns denominated in local currencies, for intervals 2, 4, 8, and 16, with the base of one week
(month). From Table (1), except for Egypt in interval 2 when M2(q) is employed, the RWH has to be
rejected, at conventional levels of significance, for Egypt and Morocco as the VRs are found to be
significantly larger than one for all holding periods whether M1(q) or M2(q) is used. This result indicates
that return series in both Egypt and Morocco are positively serially correlated which agree with the fact
that these stock exchanges witnessed growth during the investigated period. It is worth mentioning that
rejections under heteroskedasticity, for Egypt and Morocco, are weaker than rejections under the
assumption of homoscedasticity as indicated by the fact that each M2(q) is less than its corresponding
M1(q). Thus, RWH is partially rejected due to changes in variance but the main reason for such rejections
is still the violation of randomness as the test statistic M2(q), which is robust for heteroskedasticity, reject
the null of RWH. On the other hand, according to the test statistic robust for heteroskedasticity M2(q), all
other markets are said to be efficient in pricing securities as the null hypothesis of RWH has to be
accepted except for India in intervals 4 and 16.

Table (1): Variance Ratio Tests for Intervals 2, 4, 8, and 16 on Weekly Returns - (Local
Currencies)

Index Egypt Morocco South Africa India China Indonesia
No of 783 783 887 887 887 992
obs.
q=2 VR(q)=1.089 VR(q)=1.115 VR(q)=0.981 VR(q)=1.053 VR(q)=0.9862 VR(q)=0.9651
Mi(q)=2.435%* Ml(q)=\/3.100* Mi(q)=-0.624 M(q)=1.505 M, (q)=-0.4963 Mi(q)=-1.157
[x]
M,(q)= 1.842 M,(q)=2.103** M>(q)=-0.4480 Mx(q)=1.205 M>(q)=-0.3860 Mx(q)=-0.6744
[*]
q=4 VR(q)=1.235 VR(q)=1.277 VR(q)=1.011 VR(q)=1.178 VR(q)=1.099 VR(q)=1.070
Ml(q):\/3.380* Ml(q):j.QSO * M,(q)=0.0732 Ml(q):\/2.710* M,(q)=1.462 M, (q)=1.074
[V] [Vl
Mx(q)=2.476%* Mz(q):\/2.773* M>(q)=0.0543 Mx(q)=2.168** Mx(q)=1.172 Mx(q)= 0.6424
[x] ] [x]
q=8 VR(q)=1.483 VR(q)=1.441 VR(q) =1.063 VR(q) =1.255 VR(q)=1.246 VR(q)=1.260
Mi(q)=4.318* Mi(q)=3.903* M,(q)=0.468 M,(q)=2.371** M,(q)=2.283** Mi(q)=2.587*
y v v
[x] [x] ]
Mz(q)=\/3.129* Mz(q)=\/2.859* M,(q)=0.3501 M,(q)=1.940 M,(q)=1.845 M,(q)=1.545
V] ] [x]
q=16 VR(q)=1.945 VR(q)=1.707 VR(q) =1.053 VR(q)=1.391 VR(q)=1.363 VR(q)=1.239
Ml(q)=\/5.542 * Ml(q)=\/4.054* Mi(q)=0.1232 Mi(q)=2.331%* Mi(q)=2.152*%* 1(q)=1.449
] x [x]
My(q)= 4.115%* Mx(q)=3.136 * Mx(q)=0.094 Mx(q)=1.972%* Mx(q)=1.777 M>(q)=0.9054

[V]

[V]

x]

* ¥ indicate significance at 1% and 5% when compared with critical values of 2.576 and 1.96 (of the standard normal distribution)
respectively. The symbol [N] indicates that the VR is statistically different from unity at the 5% level of significance when compared with the
SMM critical value of 2.491. The symbol [ X] indicates an inferential error in which the variance ratios are separately statistically different from
unity according to the standard normal distribution critical values, however, they are insignificant compared with the SMM distribution critical
values.

According to Table (2), the VRs are found to be significantly larger than unity for all holding periods,
whether M1(q) or M2(q) is employed, implying the presence of positive serial correlation in Egyptian
return series. In contrast, as indicated by the test statistic robust for heteroskedasticity M2(q), all other
markets are found to be efficient in pricing equities as the null hypothesis of prices obey the RWH has to
be accepted except for Morocco in intervals 8 and 16. In Tables (1) and (2), the calculated test statistics
are compared with the SMM distribution critical value of 2.491 (corresponding to a 5% level and m=4). It
appears that as calculated test statistics are large enough, for example Egyptian weekly returns for
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intervals 8 and 16 and monthly return in all holding periods, the RWH is rejected when critical value of
SMM distribution is employed. Hence, Egyptian weekly and monthly returns (local currency) are not
consistent with RWH according to both single and multiple VR tests. On the other hand, when test
statistics are not large enough, for example weekly Indian returns in interval 16 and monthly returns of
Morocco in holding period 8, inferential errors have been highlighted. Such inferential errors arisen from
using the single VR tests and ignoring the joint nature of the VR approach to testing the RWH.
Accordingly, an incorrect rejection of the null hypothesis of the RWH is made when calculated test
statistics are compared with critical values of standard normal distribution and not by the critical value of
SMM distribution.

Table (2): Variance Ratio Tests for Intervals 2, 4, 8 and 16 on Monthly Returns

Index Egypt Morocco South Africa India China Indonesia
No of obs. 180 180 203 203 203 228
q=2 VR(q)=1.276 VR(q)= 1.049 VR(q)=0.991 VR(q)=1.134 VR(q)=1.114 VR(q)=1.154
Ml(q)=\/3.505* M,(q)=0.5022 M(q)=-0.2603 Mi(q)=1.745 Mi(q)=1.472 Mi(q)=2.175%*
V] ]
My(q)=2.713* M,(q)= 0.429 M,(q)=0.2631 M,(q)=1.676 M,(q)=1.056 M,(q)=1.560
(V]
q=4 VR(q)=1.645 VR(q)=1.255 VR(q)=0.984 VR(q)=1.241 VR(q)=1.216 VR(q)=1.103
M(q)=4.240* Mi(q)= 1.536 Mi(q)=-0.344 Mi(q)= 1.557 Mi(q)=1.374 M;(q)= 0.602
Mz(q)=j.505 * M,(q)= 1.340 M,(q)=0.3011 M,(q)=1.536 M,(q)=1.039 M,(q)=0.4421
]
q=28 VR(q)=2.240 VR(q)=1.611 VR(q)=0.883 VR(q)=1.361 VR(q)=1.146 VR(q)=1.175
Ml(q)=\4/1.847 * Mi(q)=2.215%* M(q)=-0.851 Mi(q)=1.296 Mi(q)=0.330 Mi(q)=0.528
[x]
Mz(q)=\l4.183* My(q)= 1.973%* My(q)=-0.729 M,(q)=1.267 M,(q)=0.261 M,(q)=0.398
V] (]
q=16 VR(q)=2.740 VR(q)=2.332 VR(q)=0.838 VR(q)=1.167 VR(q)=1.183 VR(q)=0.9093
Ml(q)=\/3.968* Ml(q)=\/2.924* Mi(q)=-0.911 M;(q)=0.003 Mi(q)=0.047 Mi(q)=-0.7110
V] N
My(q)=3.656* My(q)=2.776 * Maz(q)=0.7290 M,(q)=0.0021 M,(q)=0.0383 My(q)= -0.5571
V] [V

* % indicate significance at 1% and 5% when compared with critical values of 2.576 and 1.96 (of the standard normal distribution) respectively. The symbol [N]
indicates that the VR is statistically different from unity at the 5% level of significance when compared with the SMM critical value of 2.491. The symbol [*]
indicates an inferential error in which the variance ratio is separately statistically different from unity according to the standard normal distribution critical values,
however; it is insignificant compared with the SMM distribution critical values

These findings agree with findings of Karemera et al (1999) and Chow and Denning (1993) who
highlighted inferential errors arisen from using the single VR tests and ignoring the joint nature of the VR
approach to testing the RWH). For this reason, caution should be paid to research employed the single VR
of Lo and Mackinlay (1988) in testing for RWH.

Taking into account that both Lo and Mackinlay (1988) and Chow and Denning (1993) tests are
asymptotic tests may show small sample deficiencies as their sampling distributions are approximated by
their limiting distribution. We employ VR test based on ranks and signs introduced by Wright (2000).
Based on 5000 Mont Carlo trials, as described in Wright (2000), Table (3) presents the critical values of
R1, R2, and S1 tests associated with the sample sizes and holding periods.

Results of VR tests based on ranks and signs for weekly and monthly returns of employed indexes, when
returns are denominated in local currencies, are reported in Table 6-panels A and B respectively. R1, R2,
and S1 statistics do agree in rejecting the null of RWH for all holding periods, at 1% level of significance,
for weekly returns of Morocco — as the observed test statistics are greater than their corresponding critical
values obtained from Monte Carlo simulation reported in Table 2.

Similarly, except for R1in intervals 8 and 16 for weekly returns, the three test statistics agree in rejecting
the null of RWH for all holding periods, at 1% level of significance, for weekly and monthly returns of
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Egypt. All rejections are in the right tail of the distribution implying that return series of Morocco and
Egypt are positively serially correlated. With contradiction of results based on the methodology of Lo and
Mackinlay (1988), the Chinese stock exchange is found to be violating the RWH.

The null is rejected according to the three test statistics in intervals 2 and 4, for monthly returns and in
intervals 8 and 16 for weekly returns. The aforementioned test statistics agree that weekly and monthly
returns of South Africa in all intervals, monthly returns of India for all holding periods, and monthly
returns of Indonesia in intervals 4, 8, and 16 obey the RWH.

Table (3): Critical Values for WRIGHT’s R1, R2, and S1

Sample size Holding period
q=2 q=4 q=8 q=16
1% 5% 1% 5% 1% 5% 1% 5%

T=783: R, -2.644,2.51 -2.027,1.921 -2.490,2.560 -1.980,1.920  -2.573,2.521 -1.989,1.899 -2.403,2.617 -1.966,1.830
R, -2.596,2.495 -1.996,1.894 -2.624,2.555 -1.976 ,1.929 -2.508 ,2.639 -1.991,1.879  -2.356,2.617 -1.950,1.823

S -2.68,2.609 -2.037,1.965 -2.521,2.559 -1.948,2.043 -2.4222.712 -1.915,2.011 -2.322,2.750 -1.859,1.936
T=:887 R, -2.577,2.504 -2.034,1.865 -2.538,2.442  -1.936,1.903  -2.504 ,2.517 -1.962,1.897  -2.417,2.467 -1.957,1.807

R, -2.574,2.494 -2.065,1.904  -2.481,2.485 -1.945,1.907 -2.461,2.547 -1.966,1.888  -2.428 ,2.522 -1.961,1.856

S, -2.518.,2.383 -1913,1.846 -2.512,2.584 -1.956,1.938 -2.383,2.701 -1.924,1958  -2.305,2.629 -1.861,1.889
T=:992 R, -2.682,2.486 -2.057,1.875 -2.576,2.507 -1.983,1.915  -2.492,2.703 -1.993,1.839  -2.416,2.672 -1.948,1.854

R, -2.691,2.559 -2.025,1.902 -2.561,2.538 -2.018,1.892  -2.510,2.736  -2.008,1.881  -2.486,2.628 -1.959,1.849

S, -2.540,2.540 -1.968,1.841 -2.511,2.596  -1.968,1.934  -2.388,2.661 -1.926,1.948  -2.308,2.672 -1.916,1.951
T=:180 R, -2.801,2.451 -2.186,1.797 -2.580,2.619 -2.053,1.843  -2.379,2.705  -1.943,1.849  -2.090,2.409 -1.835,1.577

R, -2.776,2.457 -2.220,1.804 -2.598,2.618 -2.061,1.807 -2.345,2.702  -1.961,1.769  -2.090,2.379 -1.834,1.615

S; -2.683,2.534 -2.086,1.792 -2.430,2.550 -1.992,2.550 -2.204,2.759  -1.852,1.864  -2.002,3.018 -1.744,1.909
T=:203 R, -2.702,2.472 -2.089,1.762 -2.494,2.589 -2.004,1.860 -2.367,2.554 -1.981,1.761 -2.121,2.588 -1.892,1.660

R, -2.759,2.502 -2.073,1.776 -2.477,2.544 -1.969,1.796  -2.353,2.494  -1.953,1.726  -2.124,2.444 -1.862,1.589

S -2.456,2.596 -1.895,1.895 -2.288,2.701 -1.876,1.950  -2.183,2.799  -1.815,2.017  -1.997,3.049 -1.718,1.989
T=:228 R; -2.6942.525 -2.044,1.874  -2.4952.493 -1.991,1.831 -2.356,2.640  -1.986,1.816  -2.189,2.491 -1.890,1.643

R, -2.759,2.454 -2.065,1.858 -2.454,2374 -1.996,1.828  -2.339,2.439  -1.970,1.793  -2.124,2.333 -1.871,1.613

S -2.649,2.384 -2.119,1.854 -2.442,2.655 -1.946,1.876  -2.261,2.720  -1.858,1.936  -2.117,2.817 -1.756,1.916

The critical values were simulated with 5000 replications in each case. The 1 %( 5%) critical values represent the 0.5" (2.5") and 99.5™ (97.5™)
percentiles of the simulated distribution.

Motivated by the fact that the RWH is a joint hypothesis in the context of the variance ratio tests and the
fact that the use of single test for a joint hypothesis would induce size distortion, results of multiple
variance ratio tests (namely, Chow and Denning (1993) test, the wild bootstrap of Chow and Denning
(1993) test introduced by Kim (2006), and the joint version of Wright’s (2000) sign test (JS1) introduced
by Kim and Shamsuddin ( 2008) are presented in Table (5).

According to JS1, weekly return series of all indexes, except for South Africa, are found to disobey the
RWH. For weekly returns, the null of not violating RWH has to be rejected for two countries (Egypt and
Morocco) when test statistic of Chow and Denning robust for heteroskedasticity (MVR2) is employed
and for three countries (Egypt, Morocco, and India) when the wild bootstrap of Chow and Denning
(1993) is used.

11



A. Youssef & G. Galloppo | GIBR ¢ Vol. 7 ¢« No. 4 ¢ 2013

For monthly returns, the three multiple variance ratio tests do not support the random behaviour of
Egyptian and Moroccan returns whereas the random behaviour is supported by the three tests for South
African, Indian and Indonesian returns. For monthly returns of China, the JSI statistic only indicates

disobedience of the RWH.

Empirical Results from International Investors’ Perspective

Results of VR tests, based on the Methodology of Lo and Mackinlay (1988), on weekly (monthly) returns
denominated in US dollar currencies, for intervals 2, 4, 8, and 16, with the base of one week (month) are
shown in Table (6) and (7) respectively. For weekly returns, except for Morocco and India in interval 2
when M2 (q) is employed, the null hypothesis of RWH has to be rejected at conventional levels of

significance whether M1(q) or M2(q) is used for Egypt, Morocco and India.

Table (4): Results of WRIGHT’s Ranks and Signs Tests for Weekly and Monthly Returns (Local

currencies)
Country Panel A- Weekly Returns
Holding Period
q=2 q=4 q=8 q=16
Egypt R,=3.976* R,=4.640%* R,=0.030 R1=0.097
R,=3.429* R,=4.070* R,=4.603* R2=5.711*
S,=3.466%* S,-4.259* Si-4.711%* S1=5.524*
Morocco R;=4.363* R;=5.250* R;=6.000* R;=6.557*
R,=3.802%* R,=4.595% R,=4.956* R,=5.397 *
S,=3.109% S1=4.565% S|=4.977* S1=4.895*
South Africa R;=0.812 R=0.474 R;=0.532 R;=0.361
R,=0.163 R,=0.304 R,=0.550 R,=0.325
S\=1.242 S,=1.005 S,=0.970 Si=1.636
India R=2.312 R=3.227 * R;=2.838* R=2.875*
R,=1.822 R,=2.841* R,=2.459%* R,=2.484**
S,=3.324% S,=4.253* S,=3.328* S,=3.526*
China R=0.716 R;=2.040%* R=2.787 * R=2.679*
R,=-0.061 R,=1.643 R,=2.493%* R,=2.304**
S1=1.981%** S1=2.081%** S1=2.508** S=2.704*
Indonesia R;=0.860 R=2.925 * R;=3.698* R;=2.886 *
R,=0.171 R,=2.396* R,=3.486* R,=2.490**
S,=1.397 S\=2.647* S,=2.973* S;=2.733*
Country Panel B- Monthly Returns
Holding Period
q=2 q=4 q=8 q=16
Egypt R=2.815* R;=3.800* R=4.764* R=4.134*
R,=3.220%* R,=4.120%* R,=4.887* R,=4.236*
Si=1.639 S1=2.629* S1=3.023* S1=2.650**
Morocco R;=1.478 R;=2.955% R;=3.975% R;=5.087*
R,= 0.872 R,=2.208** R,=3.116* R,=4.055%*
S1=3.428* S1=4.502* S,=5.820* S,=7.302*
South Africa R;=-0.233 R;=-0.639 R;=-1.170 R;=-1.069
R,=-0.308 R,=-0.618 R,=-1.096 Ry=-1.122
S1=0.631 S=-0.187 S=-0.237 S=-0.223
India R=1.228 R=1.470 Ri=1.116 R;=0.355
R,=1.615 R,=1.647 R,=1.250 R,=-0.018
S=-0.210 S,=0.712 Si=1.269 Si=1.518
China R=2.526* R;=2.232%* R=1.147 R=0.974
R,=2.087** R,=1.939%* R,=0.896 R,=0.519
S|=2.456%* S|=2.138** S=1.376 S,=1.953
Indonesia R=1.726 R,=0.855 R;=0.741 R;=-0.324
R,=1.888** R,=0.751 R,=0.687 R,=-0.684
S=1.589 S,=0.991 S,=0.671 S,=0.308

* ** indicate significance at 1% and 5% respectively.
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Table (5): Multiple VR Results for Weekly and Monthly Returns (Local currencies)

Country Panel A: Weekly Returns
No. of Obs. JS; MVR; R
q=(2,4,8,16) m=4 2
p-values from Wild Bootstrap
Egypt 783 5.524* 4.115* 0.0006*
Morocco 783 4.977* 3.136* 0.005*
South Africa 887 1.636 0.4482 0.9448
India 887 4.253* 2.168 0.0632%**
China 887 2.704%* 1.845 0.1462
Indonesia 992 2.973* 1.545 0.239
Index Panel B: Monthly Returns
No. of Obs. JS; MVR; *
- - MVR,
q_(29498916) q_(29498916) "
p-values from Wild Bootstrap

Egypt 180 3.023* 4.183* 0.0002*
Morocco 180 7.302% 2.776%* 0.0084*
South Africa 203 0.631 0.8038 0.8352
India 203 1.518 1.676 0.1918
China 203 2.456%* 1.056 0.5336
Indonesia 228 1.589 1.560 0.2028

Based on 5000 Monte Carlo trials for q=(2,4,8,16), the critical values of JS| test statistic for sample size of 783 are 2.900 (1%),2.325 (5%),; when sample size is 887,
2.854 (1%),2.279 (5%) when sample size is 992, 2.919 (1%), 2.291 (5%) when sample size is 180; 2.929 (1%), 2.236 (5%) when sample size is 203; 3.018 (1%), 2.288
(5%) when sample size is 228; 2.921 (1%),2.265 (5%) . The critical values for CHODE (MV) test are 3.022(1%), 2.491(5%), and 2.226(10%).* ** indicate
significance at 1% and 5% respectively.

Table (6): Variance Ratio Tests for Intervals 2, 4, 8, and 16 on Weekly Returns (US dollar)

Index Egypt Morocco South Africa India China Indonesia
No of 783 783 887 887 887 992
obs.
q=2 VR(q)=1.102 VR(q)=1.079 VR(q)=0.993 VR(q)=1.053 VR(q)=0.985 VR(q)=0.9154
Ml(q)=\/2.768* M(q)=2.064** Mi(q)=-0.277 M(q)=2.060** Mi(q)=-0.513 Ml(q)=\—/2.723*
[V [~] [~] [Vl
M,(q)=2.055 ** M,(q)= 1.464 M,(q)=-0.149 M,(q)=1.635 M,(q)=-0.400 My(q)=-1.030
(]
q=4 VR(q)=1.267 VR(q)=1.227 VR(q)=1.0348 VR(q)=1.178 VR(q)=1.098 VR(q)= 1.065
Ml(q)=\/3.850* Ml(q)=\/3.195* M, (q)=0.443 Ml(q)=\/3.157* Mi(q)=1.447 M, (q)=0.984
v N V]
Mz(q):\/2.770* My(q)= 2.265%* M,(q)=0.249 My(q)=2.452%* M,(q)=1.161 M,(q)=0.369
v (] (]
q=8 VR(q)=1.558 VR(q)=1.379 VR(q) =1.095 VR(q) =1.255 VR(q)=1.245 VR(q)=1.276
Mi(q)=5.019* Mi(q)=3.317* M;(q)=0.786 M;(q)=3.037* Mi(q)=2.270** M;(q)=2.750*
R v [V] [x] [V]
Mz(q)=\/3.567* My(q)=2.362%* M,(q)=0.457 M,(q)=2.389** M,(q)=1.837 M,(q)=1.068
[V [~] [~]
q=16 VR(q)=2.057 VR(q)=1.630 VR(q)=1.078 VR(q)=1.391 VR(q)=1.363 VR(q)=1.338
Mi(q)= 6.223* Mi(q)=3.573* M(q)=0.281 Mi(q)=3.137* Mi(q)=2.143** 1(q)=2.128%*
(V] (V] [V] [x] [x]
Mz(q)=\/4.532* Mz(q)=\/2.640* M,(q)=0.174 Mz(q)=\2/.539** My(q)=1.772 M,(q)=0.922
K| K| R

* *¥indicate significance at 1% and 5% when compared with critical values of 2.576 and 1.96 (of the standard normal distribution) respectively.
The symbol [\] indicates that the VR is statistically different from unity at the 5% level of significance when compared with the SMM critical
value of 2.491. The symbol [x] indicates an inferential error in which the variance ratios are separately statistically different from unity
according to the standard normal distribution critical values, however, they are insignificant compared with the SMM distribution critical
values.

For the aforementioned countries, VRs exceed unity which implies the existence of positive serial
correlation amongst return series. On the other hand, according to the test statistic robust for
heteroskedasticity M2(q), the remaining markets are said to be efficient in pricing securities as the null
hypothesis of RWH has to be accepted . According to Table (7), VRs are found to be significantly greater
than unity for all holding periods, whether M1(q) or M2(q) is used, for Egypt. In contrast, according to
the test statistic robust for heteroskedasticity M2(q), all other markets are found to be efficient in pricing
equities as the null hypothesis of obeying random walk has to be accepted except for Morocco in intervals
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8 and 16 and India in intervals 2 and 4. For Tables (6) and (7), the calculated test statistics are compared
with the SMM distribution critical value of 2.491 (corresponding to a 5% level and m=4). This
comparison highlights inferential errors, as shown before in Tables (1) and (2), due to using the single VR
tests and ignoring the joint nature of the VR approach to testing the RWH. Generally speaking, for
weekly returns, the Egyptian, Moroccan, and Indian exchanges violate the RWH according to both single
and multiple VR tests, as the null has to be rejected whether critical values of normal distribution or those
of SMM distribution are used. Disobedience of the RWH, according to both single and multiple VR tests,
has been only confirmed for the Egyptian and Moroccan exchanges.

Table (7): Variance Ratio Tests for Intervals 2, 4,8 and 16 on Monthly Returns: (US dollar)

Index Egypt Morocco South Africa India China Indonesia
No of 180 180 203 203 203 228
obs.
q=2 VR(q)=1.307 VR(q)= 1.069 VR(q)=1.037 VR(q)=1.184 VR(q)=1.115 VR(q)=1.229
Ml(q)=\/3.934* M(q)=0.724 Mi(q)=0.384 Mi(q)=2.453** Mi(q)=1.479 Ml(q)=\/3.301*
V] ] Nl
M,(q)=2.966 * M,(q)=0.580 My(q)=0.315 My(q)=2.037** My(q)=1.061 My(q)=2.138%*
[V] [] [x]
q=4 VR(q)=1.715 VR(q)=1.284 VR(q)=1.029 VR(q)=1.329 VR(q)=1.217 VR(q)=1.282
Mi(q)=4.719* Mi(q)=1.728 M,(q)=-0.007 Mi(q)=2.204** Mi(q)=1.378 M;(q)=2.008**
v <] [x]
Mz(q)=\/3.818* My(q)=1.447 M,(q)=-0.006 My(q)=1.955%* M,(q)=1.042 My(q)=1.362
[Vl ]
q=8 VR(q)=2.380 VR(q)=1.624 VR(q)=0.946 VR(q)=1.528 VR(q)=1.146 VR(q)=1.586
Ml(q)=\/5.435* Ml(q)=5.265** Mi(q)=-0.565 Mi(q)=2.042** Mi(q)=0.327 Ml(q)=3.499**
] [Vl
Mz(q)=\/4.624* Ma(q)= 1\./949** M,(q)=-0.450 M,(q)=1.850 M,(q)=0.259 M,(q)=1.729
(V] v
q=16 VR(q)=2.937 VR(q)=2.242 VR(q)=0.907 VR(q)= 1.366 VR(q)=1.182 VR(q)= 1.586
Ml(q)=\/4.470* Ml(q)=\/2.690* Mi(q)=-0.720 Mi(q)=0.551 M(q)=0.042 Mi(q)=1.316
V] N
M,(q)=4.075* M,(q)=2.480%** M,(q)=-0.617 M,(q)=0.498 M,(q)=0.034 M,(q)=0.927
[V] []

* ** indicate significance at 1% and 5% when compared with critical values of 2.576 and 1.96 (of the standard normal distribution)
respectively. The symbol [ y ] indicates that the VR is statistically different from unity at the 5% level of significance when compared with the
SMM critical value of 2.491. The symbol [*] indicates an inferential error in which the variance ratio is separately statistically different from
unity according to the standard normal distribution critical values, however; it is insignificant compared with the SMM distribution critical
values.

Results of VR tests, based on the methodology of Wright (2000), for weekly and monthly returns of
employed indexes, when returns are denominated in US dollar currencies, exhibits that statistics do agree
in rejecting the null of RWH for all holding periods for weekly and monthly returns of Egypt and for
weekly returns of Morocco and India. The observed test statistics are greater than their corresponding
critical values obtained from Monte Carlo simulation reported in Table 2. Evidence is omitted for reasons
of space. All rejections are in the right tail of the distribution implying that return series of these countries
are positively serially correlated. On the other hand, the aforementioned test statistics agree that weekly
and monthly returns of South Africa obey the RWH. For other countries, mixed results have been found
as rejections of the null vary according to frequency of data and holding periods.

Results of multiple variance ratios for weekly and monthly returns of employed indexes are shown in
Table (8). For weekly returns, the calculated test statistic of JS1 are found to significantly larger than their
corresponding critical values, obtained from Monte Carlo simulation and reported beneath Table (8), for
all countries except for India. Thus, all markets are not in conformity with the RWH according to JS1.
According to MVR; and MVR,*, the null of RWH is to be rejected for four countries (Egypt, Morocco,
India, and China) and for three countries (Egypt, Morocco, and India) respectively, when weekly data is
employed. For monthly data, the three multiple tests agree in rejecting the null for the Egyptian and
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Moroccan exchanges. For the other markets, the null is to be rejected by only one test (e.g. it has to be
rejected for China when JS1 test is used and for India when the wild bootstrap of MVR2 is used).

Table (8): Multiple VR Results for Weekly and Monthly Returns (US dollar)

Country Panel A: Weekly Returns
No. of Obs. JS; MVR, MR
q=(2,4,8,16) m=4 2
p-values from Wild
Bootstrap
Egypt 783 5.788%* 4.532%* 0.0002*
Morocco 783 5.163* 2.640%* 0.0168**
South Africa 887 2.480%** 0.4573 0.9138
India 887 4.074* 2.539%* 0.026**
China 887 1.837 2.437%** 0.148
Indonesia 992 4.722% 1.068 0.5142
Index Panel B: Monthly Returns
No. of Obs. JS; MVR, MVRZ*
1=2:4.8,16) 1=2:4.8,16) p-values from Wild
Bootstrap

Egypt 180 3.678%* 4.624* 0.000*
Morocco 180 2.950%* 2.480%** 0.0186%**
South Africa 203 1.725 0.6173 0.963
India 203 0.7128 2.037 0.0828***
China 203 2.73%%* 1.061 0.5282
Indonesia 228 1.854 2.138 0.054%**

Based on 5000 Monte Carlo trials for q=(2,4,8,16), the critical values of JS test statistic for sample size of 783 are 2.900 (1%),2.325 (5%),; when
sample size is 887; 2.854 (1%), 2.279 (5%) when sample size is 992, 2.919 (1%), 2.291 (5%) when sample size is 180; 2.929 (1%), 2.236 (5%)
when sample size is 203; 3.018 (1%), 2.288 (5%) when sample size is 228; 2.921 (1%),2.265 (5%) . The critical values for CHODE (MV) test are
3.022(1%), 2.491(5%), and 2.226(10%).*,** *** indicate significance at 1%, 5%, and 10% respectively.

CONCLUSION

This paper is trying to examine the efficiency in emerging stock markets, and the impact on the foreign
investment opportunities in these markets, concluding the ability of these markets to face the global
competition and improving their performance. Based on the goal of the paper it is required using different
econometrical methods focusing on the recent ones. Particularly we run Single variance ratio test of Lo
and Mackinlay (1988), multiple variance tests of Chow and Denning (1993), individual variance test
based on ranks and signs of Wright (2000), Wild bootstrap test of Chow and Denning introduced by Kim
(2006), and joint version of sign test of Wright by Kim and Shamsuddin (2008). It is worth to mention
that the methodology used in this paper considered as the recent and the most used in the recent papers
regarding to this topic. Our datasets contain stock market data from different emerging markets, namely:

Egypt.

Morocco, South Africa, India, China and Indonesia. The empirical analysis came out with some results
could be concluded as the following: the efficiency of the stock market varies with the level of
institutionally mature which leads to equity market development. Accordingly, the Egyptian, Moroccan
and Indian exchanges are not in conformity with the RWH from the perspective of both local and
international investors when weekly returns are employed. More the first two markets are considered
inefficient in pricing equities, from the perspective of both local and international investors, when
monthly returns are employed. The Indian market supports that testing for RWH is sensitive to the
frequency of data used. It is worth mentioning that empirical results obtained from employing multiple
variance ratio tests demonstrate insensitivity of testing of RWH to exchange rate changes. So we
document that exchange rates matter in the determination of emerging markets' stock returns' dynamics.
Investing in countries that have a history of marked exchange rate regime instability, yielded different
equity return dynamics for international and local investors. Finally, this paper could be the initial of
series of research focusing on the emerging stock markets especially in Asia and Africa and the
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possibility of the integration between those markets as they considered as the lowest influenced markets
by the global financial crisis which make them the right markets to invest especially after integration.
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ABSTRACT

The identification and creation of customer value is regarded as an essential prerequisite for the success,
long-term survival and competitive advantage of firms. However, the current customer value construct is
too narrow and simplistic. The advice provided to companies also rest on little scientific understanding of
what and how customers’ derived their desired value as the current customer value construct adopts a
received value conceptualization. Therefore, the main aim of this article is to discuss, operationalized and
proposed the measurement for a comprehensive customer value construct comprising of customer desired
value, received value and customer net value. In the process of validating the measurements, 800
questionnaires were distributed to grocery shoppers in different shopping outlets in Saudi Arabia of
which 407 questionnaires were completed. The findings indicated that the proposed constructs were valid
and have practical and theoretical significance especially in the customer satisfaction management.

JEL: M31 Marketing
KEYWORDS: Customer Net Value, Perceived Value, Desired Value, Service Quality Gap

INTRODUCTION

creating superior customer value is a necessary condition for company securing a niche in a

competitive environment, not to mention a leadership position in the market (Day, 1990). Sinha
and DeSarbo (1998) for instance argued that value was labelled as “the new marketing mania and the way
to sell in the 1990s” and value has proven to “be of continuing importance into the twenty-first century”
(Sweeney and Soutar, 2001). Meanwhile, the notion of “value creation” reflects upon the increased
recognition of value as one of the most important measures in gaining a competitive edge (Parasuraman,
1997) and a key factor in strategic management (LeBlanc and Nguyen, 2001). Consequently, there has
been a growing interest in the value construct among both marketing researchers and practitioners (Eggert
and Ulaga, 2002). The growing importance of the value construct is evident with the inclusion of
‘customer value’ in the definition of ‘Marketing’ that has been modified by the American Marketing
Association (2006). The identification and creation of customer value is regarded as an essential
prerequisite for the success, long-term survival and competitive advantage of firms. Hence, it is the
intention of this paper to discuss the development, operationalization and measurement of customer value.

‘ ’ alue has always been ‘the fundamental basis for all marketing activity’ (Holbrook, 1994). Indeed

The importance of understanding customer value is underscored in numerous journal articles, conference
presentations, books, and discussions in the business press on the topic. Nevertheless, despite the many
articles and the centrality of the value concept in marketing, there is still relatively little knowledge about
what value is, what its characteristics are, or how consumers determine it (Huber, and Herrmann, 2000).
Though the interest in customer value has been substantial in the last couple of decades (DeSarbo, et al.,
2001), authors indicate that research in this area is still in its early stages (Flint, et al., 2002; Jensen, 2001;
Parasuraman and Grewal, 2000). With respect to the current literature, despite numerous studies were
done concerning the meaning of customer value (e.g., Zeithaml, 1988), how customers perceive value
(Gardial, Clemons, Woodruff, Schumann and Burns, 1994), and ways to uncover what customers
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currently value (e.g., Woodruff, and Gardial, 1996), we could not find any research that examined how or
what customers ‘value’ from their business providers (Flint, and Woodruff, 2001). The advice provided to
businesses to date rests on little scientific understanding of what and how customers’ derived their desired
value (Woodruff, 1997).

In addition, most discussions of customer value research tend to adopt a received value conceptualization
(Flint, and Woodruff, 2001). That is, value is conceptualized as a customer’s perceived net trade-off
received from all relevant benefits and costs (sacrifices) delivered by a product/service/supplier and its
use (Flint, Woodruff and Gardial, 1997). In addition, there is a tendency to concentrate customer value as
“received product quality-price trade-off (Bolton, and Drew, 1991; Zeithaml, 1988). While we
acknowledged the contribution that past studies have focused in this perspective, we argue that it is too
simplistic and it misses the “true” customer value conceptualizations hold by consumers.

The severity of the issue is aggravated by the relatively little empirical research that is required to develop
a comprehensive understanding of the concept (Huber, and Herrmann, 2000). Even fewer researches have
focused on specifying its domain or on developing a practical and operational customer value scale. Other
authors have also suggested that viewing value as a trade-off between quality and price is too simplistic
(e.g. Bolton and Drew, 1991). These views suggest that existing value constructs are too narrow and that
dimensions other than price and quality would increase the construct’s usefulness.

Understanding the customer experience both (value) from a customer - supplier perspective is one of the
main research priorities that the Marketing Science Institute stated in its report (MSI, 1999). Woodruff
(1997) for instance, has called for more research that can help develop a richer customer value theory, as
well as better tools with which value can be measured. Examining the meaning of value and explicating
the value assessment process could potentially lead to the development of new theory that not only
enhances our understanding of consumer value assessment but also provides direction to marketing
managers in gaining a competitive advantage through value-oriented strategies.

Therefore, a more sophisticated measure is necessary to understand how consumers value products and
services. Coherently, the purpose of this paper is to define, operationalize and measure the customer
desired value, perceived value and ultimately customer net value. The remainder of the paper is organized
as follows. It begins by reviewing the discussion of customer perceived and desired value which leads to
the construct of customer net value. In the next section, the paper explains the research methodology
adopted in the research followed by the analysis of data. The findings of the study are incorporated in the
results of the analysis. The paper closes with concluding remarks of the study, limitations and suggestions
for future research.

LITERATURE REVIEW

Foundations And Definitions Of Customer Perceived Value

An early and widely cited definition of customer value is one by Zeithaml (1988): “perceived value is the
consumer’s overall assessment of the utility of a product based on perceptions of what is received and
what is given” (p. 14). In simple terms, customer value is the trade-off between perceived benefits and
perceived sacrifice (i.e. “get” and “give” components) (e.g. Chen and Dubinsky, 2003; Dev and Schultz,
2005). The trade-off definition (“get” and “give” components) of perceived value has its roots in the
economic theory. This definition has strongly influences the thinking of previous researchers (Chen and
Dubinsky, 2003; Dev and Schultz, 2005; Zeithaml, 1988). Nevertheless, although much literature in the
consumer behavior area has focused on value as a price/ quality trade-off, recent developments in the
literature suggest that the reality of value to the consumer is far more complex.
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According to Woodruff (1997), “consumers think about products as bundles of specific attributes and
attribute performances”. Since consumers usually search for benefits and perceive differences between
products by looking at product attributes (Datta, 1996), value should be analysed such that the firm gets
an understanding of which, and how, features that together produce benefits “to justify the price that
reflects the value” (Smith and Nagle, 2002). Such notions seems to be supported by Ravald and
Gronroos’s (1996) definition of perceived benefits as “some combination of physical attributes, service
attributes and technical support available in relation to the particular use of the product, as well as the
purchase price and other indicators of perceived quality”.

Based on these arguments, Woodruff (1997) defined customer value as “a customer’s perceived
preference for and evaluation of those products attributes, attribute performances, and consequences
arising from use that facilitates (or blocks) achieving the customer’s goals and purposes in use situations.”
Woodruff (1997) argues that his definition broadens the customer value concept by incorporating both
desired and received value and emphasizing that value stems from consumers’ learned perceptions,
preferences, and evaluations. It also “links together products with use situations and related consequences
experienced by goal-oriented customers” (Woodruff, 1997).

Based from Woodruff (1997) definition, the value potentially derived by consumers extends beyond
financial benefits to include a range of tangible, social, emotional and other advantages. Indeed, a review
of the literature (Holbrook, 1999; Jensen and Hansen, 2007; Sparks, Butcher, and Bradley, 2008;
Woodall, 2003) supports the notion that value of many types can be derived in many ways. Ironically,
although Zeithaml (1988) identified four diverse meanings of value: (1) value is low price, (2) value is
whatever one wants in a product, (3) value is the quality that the consumer receives for the price paid,
and (4) value is what the consumer gets for what he or she gives; when summarizing all the four
definitions of value, Zeithaml (1988, p.14) “still” defined perceived value as “the consumer’s overall
assessment of the utility of a product based on a perception of what is received and what is given.”
Although what is received and what is given varies across consumers, value “represents a trade-off of the
salient give and get components” (Zeithaml, 1988).

Based from our assessment of all these different definitions, most of the definitions share a common
ground in that customer value is considered as a theoretical construct which describes a customer
perspective of a provider’s products or services (Huber, Herrmann and Morgan, 2001; Spiteri and Dion,
2004). Table 1 represents various definitions of customer perceived value.

Table 1: Various Definitions of Customer Perceived Value

Zeithaml “Perceived value is the customer overall assessment of the utility of the product based on perceptions of what is

(1988) received and what is given”

Gale (1994) “Customer value is market perceived quality adjusted for relative price of your product. [It is ] your customer’s opinion of
your product or services as compared to that of your competitors”

Holbrook “Customer value is a relativistic (comparative, personal, situational) preference characterizing a subject’s (consumer’s)

(1994) experience of interacting with some object .... i.e. any good, service, person, place, thing, event or idea”

Woodruff “A customer’s perceived preference for and evaluation of those products attributes, attribute performances, and

(1997) consequences arising from use that facilitates (or blocks) achieving the customer’s goals and purposes in use situations.”

The Dimensions and Construct of Customer Desired Value

Moving from the definition of customer perceived value, we noted that customer value can exists at
various temporal stages, i.e. before, during, or after purchase and use of a product or service (cf. Flint, et
al., 2002; Sweeney and Soutar, 2001; Woodruff, 1997). However, past studies have mainly focus on after
purchase and use which is consumer perceived value — “the consumer’s overall assessment of the utility
of a product based on a perception of what is received and what is given (Zeithaml, 1988)”. As we have
pointed out earlier, the trade-off definition of perceived value has strongly influenced researchers’
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thinking when conducting consumer value studies. We believe although studies in this area is important
in providing the feedback to business or service providers of their offerings, the abandonment of the
consumer “desired” value of the product or service — which basically is the expectations or wants of the
consumer of a particular product/service is a grave omission.

To explain in detail the three different temporal customer values, Woodall’s (2003) model is used as a
reference based on ownership sequence. In the first stage (before), the product/service is not (yet)
owned/used. The value associated with the product/service is based on the expectations or needs
anticipated by the consumer. Like quality, it is based on “cognitive” expectations of the consumer rather
than “actual” value. Value at this stage is referred to as desired value or sometimes referred as pre-
purchase value: it equates to expectations of what might be accrued if the product was purchased. Many
of the determinants of desired value come from marketing initiatives such as advertising, sales personnel
or word-of-mouth from family, friends and other contacts. This value perception may or may not propel
them toward a purchase. Meanwhile, as Vargo and Lusch (2004) observed, actual value is co-created
through the purchase and use process. In this transaction process, the product/service is being, or has
recently been, purchased. Value in this phase is sometimes referred to as transaction value. It is likely to
result from a mix of marketing-influenced expectations and early experiences with the product. It is likely
to be quite volatile, as early experiences confirm or refute previously-received promises and initially-held
expectations. Finally, in the final stage, longer-term owners of a product/service are likely to perceive
value in a more settled ways. In perceived value or sometimes referred to as derived value, the customers
usually have multiple experiences and deeper knowledge of the product upon which to make their
assessments of value. Figure 1 provides an overview of these stages of ownership and the different types
of value assessments associated with each stage.

Figure 1: Types of Value Assessment in the Stages of Ownership

Before During After
Desired Value Transaction Value Perceived Value
Customer’s expectations of New customer’s Customer’s overall
the specific value expectations and assessment of the
associated with nroduct / exneriences of value value accrued

To date however, it appears that few if not any research has sought to differentiate the value that accrues
to customers at pre-purchase and purchase stage although this stage tends to be most volatile that
“determines” the desired customer value. Similar to the disconfirmation theory in the service quality gap,
it is unlikely that the business providers are able to meet “perfectly” the needs and expectations (desired
value) of customer through their offerings. As consumers proceed from non-ownership to established
ownership, their experiences of the product/services serve to alter their perceptions as to the benefits
(values) to be derived from it. For example, products or service that meet or exceed expectations are
likely to enhance the value consumers derive, whereas poor products or service will undermine value
perceptions. Following our argument, although the value equation depends largely on the value that is
expected or desired and perceived by the customer (Khalifa, 2004; Vargo and Lusch, 2004), firms
generally provide the value that the business providers “think” consumers want them.

Essentially, firms can only offer value propositions (i.e. propose what they think the value is), while the
customer determines what the value is to him or her (Vargo and Lusch, 2004). Naturally, this has
important implications for issues such as pricing, as customers “buy on the basis of perceived value, not
what it costs the seller to produce and have the product available for sale”(Monroe, 2003). This
proposition do not consider at all what the consumer desires. The consumers are mainly on the receiving
end and “value” the product/service that is offered to them. This is obviously against the spirit of
customer orientation or market orientation which is deemed as a significant company philosophy of the
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decade. Based on our elaborated arguments, the definition and conceptualization of desired or expected
value is a consumer’s anticipation about the outcome of purchasing a product or service based on future
benefits. To elaborate the definition, perceived benefits are regarded as consisting of “all the
characteristics that an individual consumer values in a product/service” (Jelassi and Enders, 2005), and
can be derived from tangible or intangible sources. Therefore, for customer value at a pre-purchase level,
the benefits are viewed as desired rather than received (cf. Grewal, et al., 2003; Huber, et al., 2001;
Monroe, 2003; Sweeney, et al., 1999). The following table describes the differences of customer desired
value as opposed to perceived and (personal) value.

Table 2: Three Forms of Customer Value

(Personal) Value

Desired Value

Perceived Value

Definition Implicit belief that guide
behaviour

Level of | Abstract, centrally held, desired

Abstraction end states — higher order goals

Source of Value Specific to customer

Relationship to | Independent use situations

What customer wants to happen (benefits
sought)

Less abstract, less centrally held, lower
order goals, benefits sought to achieve
higher order achievement
Conceptualized interaction of customer,
product/service and anticipated use
situation

Independent of use specific situations

Assessment what has happen (benefits
and sacrifices)

Overall trade-off of view between
benefits and sacrifices actually received

Interaction of customer product/service
and a specific use situation

Dependent of use specific situations

use
Permanence Enduring
Source: Flint, Woodruff and Gardial (1997)

Transient over occasions

Moderately enduring

Although previous studies or literatures have shown that there are confusions and overlaps in the
definition and operationalization of customer value, Table 2 clearly depicts the contrasting facts of
customer desired value (CDV) and customer perceived value (CPV). The ‘personal values’ category was
added to serve as an additional contrast. It should be noted that ‘value’ and ‘values’ have different
meanings here. “Value’ refers to the benefit which is received, perceived, exchanged as a result of
acquiring or purchasing goods or services. ‘Personal values’ means the individual beliefs and goals which
motivate a person’s behaviour, in particular their desire for certain emotional experiences.

Customer Net Value

Based on the discussions put forth in the previous sections, value is grounded in the customer’s
expectation of what should be provided and the perception of what is offered. In accessing the service
quality of the service provided, the customer value position is consistent with the position taken by
Parasuraman et al. (1991) who argued that perceived service quality is determined by five main factors
(reliability, assurance, empathy, responsiveness and tangible evidence) experienced in the course of the
personal service encounter. Thus, similar to the argument proposed by Heskett et al. (1997), it imply that
the impact of perceived quality, along with results produced, is similar to the customer’s assessment of
value expected and received. The view that value offered and received resides in a customer’s assessment
is not new and is widely shared (Day, 1990; Eggert and Ulaga, 2002; Gronroos, 1996; Woodruff and
Gardial, 1996; Zeithaml, 1988). Zeithaml (1988) for example, has argued that, from the perspective of a
customer, “. . . perceived value is the customer’s overall assessment of the utility of a product based on
perceptions of what is received and what is given”. Hence, acknowledging related work of others
(Gronroos, 1982); Parasuraman et al. (1991) hold that service quality is defined by the customer with
reference to how well the service delivered and perceived matches their expectations. In other words,
what we have argued here rests on the premise that the quality and value of a service offering may be
defined and assessed from at least two perspectives: that of the service provider and that of the customer.
It may be argued that the former should reflect an understanding of, and adequate response to, the latter’s
needs and expectations so that the two perspectives are congruent. To elaborate on the issue, an
elaboration on the definition of service is essential.
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Service, as defined by Gronroos (1990) is “an activity or a series of activities of more or less intangible
nature that normally, but not necessarily, takes place in interactions between the customer and service
employees and/or physical resources or goods and/or systems of the service provider, which are provided
as solutions to customer problems”. As a result of these interactions, the customer will make evaluations
based on his emotional judgements and decisions of the service performance received in his service
encounter as compared to his initial expectations. According to the disconfirmation theory, a customer’s
feeling of satisfaction/dissatisfaction with his service encounter is related to the magnitude and direction
of the disconfirmation experience, where disconfirmation is related to the person’s initial expectations
(Walker, 1995) formed prior to purchase/consumption. Evaluations yield outcomes along a continuum
ranging from positive disconfirmation (i.e. performance better than expected), to negative disconfirmation
(i.e. performance worse than expected), with confirmation representing the evaluation that performance is
as good as expected. Therefore, in line with the concept of service quality, customer net value is the
difference between customer initial expectations of the value expected minus the customer perceived
value of the products or services rendered by the business provider.

Therefore, in coherence with the gap model developed by Parasuraman et al. (1985) customer net value
results from customers comparing their expectations prior to receiving service to the perceptions of the
service experience itself. The assessment of the variance resembles our proposition of customer net value
where it is operationalized as O = P - E, which means customer net value (Q) equals customers perception
of service provision (customer perceived value) (P) minus service expectation (customer desired value)
(E). Therefore, following Nam (2008) and Jannadi and Al-Saggaf (2000) operationalization of customer
value, this study argued on a similar note that customer net value or customer value gap is measured
through Parasuraman, Zeithaml, and Berry (1994).

Measures

Subsequent to our discussions, Parasuraman’s SERVQUAL has been adopted by numerous scholars to
measure the customer service quality gap. However, although SERVQUAL has been empirically tested in
a number of studies involving ‘pure” service settings; it has not been successfully adapted to and
validated in a retail store environment. The validation of a retail service setting is essential as the basic
retailing strategy for creating a competitive advantage is the delivery of a high service quality (Dabholkar
et al., 1996). Parasuraman et al. (1991) themselves describe their 22-item SERVQUAL scale as providing
‘a basic skeleton, which when necessary, can be adapted or supplemented to fit the characteristics of
specific research needs of a particular organization’. Thus, the scale’s originators themselves adapted the
scale, replacing two items and reversing the negative items (Parasuraman, Berry, and Zeithaml, 1991).

Consequently, scholars continue to adapt and validate the “retailing specific” service quality in various
geographical contexts (see Finn and Kayande, 2004). Admitting the importance of retailing in a new
emerging economy like Saudi Arabia, we have decided to focus on the dimensions of customer net value
in a retail environment. Therefore, to measure the quality dimensions and therefore the gap in customer
value, this survey adopted the instrument known as “Retail Service Quality” proposed and developed by
Dabholkar et al. (1996). The measurement items of the survey were related to each of the five quality
dimensions. However, unlike SERVQUAL, this survey adopted the items proposed by Dabholkar (1996)
for the retail industry that includes dimensions such as physical aspects, reliability, personal interaction,
problem solving and policy. In addition, as recommended by Parasuraman et al. (1991), the 7 point rating
scale used in SERVQUAL was reduced to a 5-point scale (1= Strongly Disagree, 5=Strongly Agree).
Parasuraman et al. (1996) administered a two-part questionnaire with separate expectation and
perceptions sections in his data collection. We however grouped together the expectation statements and
corresponding perception statements with only one list of statement utilizing two portions of
measurement. Therefore, the potentially lengthy and confusing impact of having one set of instructions
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referring to an industry (or an ideal store) and another set to a particular firm were eliminated by this
simpler format (Babakus and Boller, 1992).

For each statement, respondents were instructed to indicate the level of service that they expect from an
excellent grocery store and express their perceptions about their choice of grocery store (their favorite or
normal store that they usually patronize). The original items of the retail service quality (Dabholkar et al.,
1996) instruments were translated into Arabic version with back-to-back translation done to ensure
consistency in the measurement. No major differences or variations in terms of meaning were found.
Finally, as part of the scale purification process, we administered the list of questions to a convenience
sample of 40 respondents gathered from a (single) reputable supermarket in Riyadh. Although we do not
report the analyses of our pilot study, we used the pilot study to revise some of the questions that seems
confusing to the respondents. Based on the findings of the pilot study, we deleted two items from the
original source adopted from Dabholkar et al. (1996) which are employees of this store treat customers
courteously on the telephone and this store offers its own credit card that are not relevant in the Saudi
Arabian context. The final questionnaire contained 26 statements representing the five service quality
dimensions. We measured the gap by finding the difference between these responses, resulting in a
possible range from -4, indicating a massive shortfall, to +4, indicating a great degree of exceeding
expectations.

DATA AND METHODOLOGY

Due to the unavailability of an established sampling frame and accessibility (there is no “complete”
residential address in Saudi Arabia), the customer survey participants based on convenience sampling was
selected. We distributed eight hundred questionnaires to major shopping malls that house Saudi Arabian
grocery stores in three major cities which are Riyadh, Dammam and Jeddah. The data collection process
consists of enumerators asking questions to respondents face-to-face through a mall intercept. The main
advantage of this method was that it helped the researcher to obtain complete and precise information
(Zikmund, 2003). Item non response was also less likely to occur. Due to the country cultural influence,
male and female enumerators were employed. The data was collected over a period of six (6) weeks on
weekdays and weekends and at different times of the day to enable the researcher to obtain both frequent
and infrequent patrons. Data collection took place during the months of March and April, 2012.

The respondents were intercepted at the hypermarket immediately after they completed their shopping
experience. This technique was used by Boshoff and Terblanché (1997). They argued that respondents are
more attentive and responses are more meaningful where the evaluation of the quality of service is done
in the environment being evaluated. Thus problems associated with memory loss or relapse was avoided.
On the other hand, the incidence of refusal was moderately high since some patrons were in a hurry or
reluctant to speak to strangers. The returned questionnaires were carefully examined for completeness.
The total number of usable responses resulting from this process was 407 (50.9 per cent).

Customer Net Value Measurement

Following the guidelines of Gerbing and Hamilton (1996), exploratory factor analysis (EFA) was
implemented. Adopting the guidelines outlined by Hair et al. (1998) EFA using principal components
analysis and varimax rotation was conducted (Greenley, 1995). Variables with low factor loadings (<0.3)
were considered for deletion, as were variables loading significantly (>0.3) onto more than one factor.
The communalities of the variables, representing the amount of variance accounted for the factor solution
of each variable, were also examined. Factors with low communalities (<0.4) were also considered for
deletion. Several other complementary methods were employed to obtain the most representative and
parsimonious set of components such as eigenvalues more than 1 and scree plot.
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The results of the exploratory factor analysis and cronbach coefficient for all the dimensions are presented
in Table 3. Table 3 displays the results of the factor analysis for customer value (retail service quality).
Based on the analysis, initially two items were dropped due to cross loadings. These items are “customers
feel safe in their transactions with this store” representing the “Professionalism” factor and “This store
willingly handles returns and exchanges” representing the “problem solving” factor. In general, the
results of the factor analysis correlates similarly to the original dimensions and factors of Retail Service
Quality proposed and developed by Dabholkar et al. (1996). However, in the sub-factor of “Personal
Interaction”, there were minor differences in terms of the composition of “Inspiring confidence” and
“Courteous/Helpfulness” based on the original sub-dimension by Dabholkar (1996). Based on these new
compositions, we have decided to re-label the sub-dimension of “Inspiring Confidence” to
“Professionalism” while retaining the original sub-dimension of Courteous/Helpful. Overall, each item
measuring the related dimension exhibits an acceptable level of internal reliability ranging from Cronbach
a=0.753 to 0.918. Nunnally (1978) suggest that a value of 0.7 be used as the lowest acceptable value of
alpha indicating adequate reliability although in exploratory research, the acceptable range for a reliability
measure is usually lower (0.50) (Nunnally, 1967).

Table 3: Results of Factor Analysis for Customer Value (Retail Service Quality)

Factor Items Item Loading
Factor 1 — Physical Aspect (Cronbach a= 0.918)

This store has modern-looking equipment and fixtures 0.745

The physical features of the facilities at this store are appealing 0.866
Materials associated with this store’s service are appealing 0.885

This store has clean, attractive and convenient public areas 0.841

The store layout makes it easy for customers to find what they need 0.866

The store layout makes it easy for customers to move around 0.885

Factor 2 — Reliability (Cronbach a= 0.904)

When this store promises to do something by a certain time, it will do 0.833
This store provides its services at the time it promises to do so 0.717
This store performs the service right from the first time 0.903
This store has merchandise available when the customers want it 0.887
The store insists on error-free sales transactions and records 0.900

Factor 3 — Professionalism (Cronbach a= 0.852)

Employees in this store has knowledge to answer customer’s questions 0.772
The employees behavior instills confidence in customers 0.850
The store gives customers individual attention 0.849
Employees in this store are consistently courteous with customers 0.813

Factor 4 — Helpful (Cronbach a= 0.864)

Employees in this store give prompt service to customers 0.919
Employees in this tore inform customers exactly when services will be performed 0.955
Employees in this store are never too busy to respond to customers’ requests 0.753

Factor 5 — Problem Solving (Cronbach a= 0.753)
When a customer has a problem this store shows a sincere interest in solving it 0.826
Employees in this store are able to handle customers’ complains directly and immediately 0.950

Factor 6 — Policy (Cronbach a= 0.903)

This store offers high quality merchandise 0.967
This store provides adequate and convenient parking for customers 0.826
This store has operating hours convenient to their customers 0.747
This store accepts most major credit cards 0.697

This table shows the results of the factor analysis for the above construct. All cross loadings were deleted and factor loadings less  than 0.4 are
suppressed.

Based on the results of the EFA, subsequently the mean, standard deviation, minimum and maximum

values for desired value, received value and the customer net value scores were calculated. The mean item
score for the desired value was 2.94 and for perceived value or received value were 2.95 on a five-point
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scale. The overall customer value scores based on this retail service quality measurement, which can be
ranged from -4 to +4 on which zero implies that consumer perceptions and expectations coincide,
negative values imply perceptions fall short of expectations and positive values imply perceptions exceed
expectations, has a mean of 0.18. This implies that on average respondents’ perceptions exceed their
expectations or their desired value. The low positive gap scores imply high level of perceived service
quality, i.e. customer perceptions exceed expectations. Both constructs (desired and perceived) shared a
similar mean minimum value of 1.66 and a mean maximum value of 4.02. Surprised by the findings, we
analyzed the scores based on each dimensions. Again, the results in Table 4 illustrated the same
phenomenon.

Table 4: Customer Net Value: Mean Scores of Customer Desired and Perceived Value

Mean Mean
Customer Value Dimensions Desired Perceived Net

Value Value Value
Physical Aspect 3.17 3.17 0
Reliability 2.61 2.61 0
Professionalism 3.53 3.53 0
Helpful 2.86 2.87 0.01
Problem Solving 2.97 2.97 0
Policy 2.53 2.53 0

The range of the dimension is between 1 =Strongly Disagree to 5=Strongly Agree

The results showed that there was almost zero (0) value gap which means that the customers favourite
grocery store fulfilled almost all the dimensions desired or expected by the customers. This means that the
grocery store of their choice has done a very good job in meeting the expectations of their customers.
Initially, we were surprised by the outcome of the findings as we believed, they would be variance in
some areas or dimensions of the retail service quality. As the scores comprises of a summated scores of
the respective sub-dimensions, we decided to ‘magnify’ the differences by looking into the individual
differences between the two dimensions namely the customer desired value (service expectations) and
customer perceived value (service perception). Table 5 demonstrated the differences between each items
of the retail service quality dimensions.

The results showed that there are mixed compositions of positive and negative value gap on the respective
items. Generally, the negative figures shown in the table are consistent with Brown, Churchill, and Peter’s
(1993) argument that service expectations scores will be almost always higher than actually perceived
service scores. However, we are amazed that the grocery stores are actually performing better in some
aspects of the service quality dimensions such as “merchandise availability” and “keeping error records
free” (meaning they do not make mistakes). These are supported by the positive scores of “the store doing
it right for the first time” and “the store carries quality items”. Meanwhile, the retail stores performed
marginally poor in “giving individual customer attention” and “courteous with customers”. The grocery
stores need to give more attention in the “personal service” while maintaining their good performance in
the other dimensions of the service quality.

To investigate the matter in-depth, we conduct a paired sample t-Test. Paired sample t-Test is used when
we have one group of sample and we need to compare data on two occasions or two different conditions
or asking the same person in terms of his/her response to two different questions. In this case, as both
questions (customer desired and perceived value) are measured on the same scale (dimension), this
analysis is permissible. The results showed that there is a significant difference (0.03) in the scores of
customer perceived and customer desired value. The mean increase was a meagre 0.0019 with a 95%
confidence interval stretching from a lower bound of 0.0022 to an upper bound of 0.00353. The customer
perceived value is a bit higher than the consumer desired value. As there was a significant difference
between the two customer values, we further calculate the effect size of the paired sample t-Test. Based
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on the procedure to calculate the eta squared; the results depicted a small effect based on the guidelines
suggested by Cohen (1988).

2 2
Eta squared = C : = 2232 =0.012 (D)

t2)+ N—1 T (22322)+ 407-1

Table 5: Customer Net Value: Mean Scores of Customer Desired and Perceived Value

Item Mean Mean
No Description Desired Perceived Net
Value Value Value
1. Modern equipment and fixtures 3.14 3.08 -0.06
2. Physical Facilities 3.11 3.11 0
3. Visually Appealing Materials 322 322 0
4. Good Public Facilities 322 322 0
5. Good Layout for Easy Product Search 3.11 3.11 0
6. Good layout for Consumer Movement 322 3.08 -0.14
7. Deliver as promise 291 3.11 0.2
8. Provide services at promise time 3.02 3.22 0.2
9. Perform right the first time 232 322 0.9
10. Merchandise availability 248 3.11 0.63
11. Keep error-free records 2.34 322 0.88
12. Knowledgeable employees 3.05 3.08 0.03
13. Instill confidence in customers 3.36 3.11 -0.25
14. Provide prompt service 2.79 322 0.43
15. Inform customers when to provide service 2.82 3.11 0.29
16. Never too busy to respond 2.97 322 0.25
17. Give customers individual attention 395 291 -1.04
18. Courteous with customers 3.76 3.08 -0.68
19. Sincere interest to solve customer’s problem 291 322 0.31
20. Handle customer complaints immediately 3.02 3.21 0.19
21. Store offer quality items 232 3.11 0.79
22. Store provide adequate parking 248 322 0.74
23. Store has convenient operating hours 3.02 291 -0.11
24. Store accepts major credit cards 2.32 3.02 0.7

SUMMARY AND CONCLUSIONS

Although the customer value literature has identified the importance of customer value in consumer
behavior studies, research exploring customer value have been relatively limited. This paper therefore
identifies and responds to three gaps in the customer value literature within the context of grocery
shopping where there is (1) lack of clarity about the dimensions of customer value; (2) lack of research on
customer value and service quality from the consumer perspective and (3) lack of research in determining
the customer value gap. This paper attempts to extend the knowledge of customer value by developing the
concept and measurement of customer desired value, received value and customer net value. In achieving
the intended purpose, we collected data from a sample of respondents that comprises of grocery shoppers
in three major cities in Saudi Arabia. Based from the disconfirmation theory or service gap perspective,
the paper proposed the measurements of the customer value construct using Retail Service Quality items
proposed and developed by Dabholkar et al. (1996). The results depicted that the constructs and
measurement of customer desired value, perceived value and customer net value are valid and applicable.
The outcome of the findings highlighted that the customer value dimensions should act as a guideline or
benchmark for the retail operators to improve their performance. It is imperative that grocery retailers
understand what aspects of their determinant attributes of value (quality) that customers consider
important when evaluating the grocery shopping or retailers. Retailers must be customer focus or driven
to gain intrinsic knowledge of the customers’ needs and expectations and actively manage them rather
than providing the finest products and services and hope for the best. The study also highlighted the
performance of the retail operators in meeting the needs of the customers in the marketplace. This could
be a good indicator for the retail industry in determining their service quality standards.
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This study, while providing much useful and interesting information, is not without its limitations. Like
all research, this study has some weaknesses and the above conclusions and contributions should be
considered in light of these limitations. First, due to the skewed gender distribution in the sample, the data
analyzed in this study are based on a mostly male sample. This is due to the local patriarchal society
where on most daily activities; the male decides or conduct the activities on behalf of the members of the
family and that includes “traditionally” female task-related activities such as shopping for groceries.
However, studies have shown that women as compared to men are more involved in purchasing activities
(Slama and Tashlian, 1985) and have more attentive to the services of sales personnel (Gilbert and
Warren, 1995). Therefore, it is interesting and pertinent that future research should consider this element.
Second, the surveys were completed by a convenience sample of customers who patron the retail malls
and may not represent the larger population. Although the sample of this study represents the pattern of
the general population, future studies should take consideration the probability issues.

Given the exploratory nature of this research, there are many opportunities for researchers to extend it.
First, future researchers may want to explore demographic issues further, given that this study skewed
mainly on male consumers. In comparison to other countries, most of the grocery shoppers comprise of
women. Therefore, it would be very important to get a balance respondents or to study female consumers’
shopping behaviors and their value perceptions (desired and perceived) when they shop at their favourite
grocery retail outlets. The findings of this exercise may validate the results in our study and it would be
beneficial to retailers targeting a broad range of consumers and families.

Second, future research may focus on investigating consumers’ desired value and perception in other
retail stores such as specialty stores or online stores which have become more salient for today’s
consumers. Third, future research may focus on developing valid scale to identify shopper types
according to consumers’ shopping desired value to facilitate relative studies. Finally, this study should be
replicate to other parts of the world to validate the findings and improvised the research theoretical model.
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ABSTRACT

Recently, world financial markets were in the midst of a credit crisis of historic breadth and depth. The
crisis had significant impact on the corporate sector. Many firms encountered difficulties surviving and
adopting correct strategies. This research provides a picture of Italian industrial and service firms in the
period 2007-2010. We highlight principal economic characteristics and focus attention on corporate
financing. Second, the paper studies business demography and describes the survival of the Italian
corporate system. The research uses data published by the Bank of Italy concerning a survey on Italian
Industrial and Service Firms in 201.  The data is an elaboration of data published by Infocamere in the
period 1995-2009. The study uses a multi-disciplinary approach.
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INTRODUCTION

talian firms were seriously affected by the financial crisis of 2007. Different types of businesses felt
Ithe effects of the crisis. Their survival has been questioned. The resulting excessive mortality of firms

is a serious risk for the Italian economy.
This research studies Italian firms from two points of view. Firstly, it provides a picture of Italian
industrial and service firms. We highlight the principal economic characteristics (labor, capital and
output, ownership, organization and governance) and focus attention on some aspects of corporate
financing (bank debt). Secondly, it examines the growth of Italian firms by studying the quantitative
change undergone by the Italian industry over the last fifteen years. This approach provides a method for
the evaluation of services and results a crucial tool for supporting political decisions.

The Bank of Italy publishes data concernig a survey on Italian Industrial and Service Firms in 2010. The
sample consists of 2,809 industrial firms, 504 construction companies and 1,128 non-financial private
service firms. Data are collected by Infocamere and present the demographic structure of firms from 1995
to 2010. From this, it is possible to have a complete vision of Italian firm’s demography and of their
survival.

The remainder of the paper is organized as follows. The first section provides a review of the dynamics of
Italian firms, the second section describes data and methodology used and the following section presents
the empirical results. The last Section concludes the paper.

LITERATURE REVIEW

The first part of the research focuses on the period 2007-2010. This period is characterized by a deep

financial crisis. This crisis is of such proportions that even important initiatives to face the problem have
so far been insufficient to resolve it. An analysis of phases and causes of this “colossal failure” that has
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put “the entire financial system at risk” (Woellert and Kopecki, 2008) is fundamental to understand the
current situation of Italian firms and their survival.

The financial crisis originated in the segment of subprime mortgage and structured products (Greenlaw et
al., 2008). By the end of 2006, growth in house prices in the United States (US) stopped abruptly
reflecting the rise in official interest rates and a slowing economy. At the beginning of 2007, subprime
mortgages started to show high rates of default following the increase in debt service (Chomsisengphet
and Pennington-Cross, 2006; Doms et al., 2007). This financial crisis represented the worst crisis since
the Great Depression of the 1930s (Sinn, 2009). The crisis contributed to the failure of many companies,
led to a substantial decline in consumer wealth, produced enormous financial commitments incurred by
governments, and resulted in a strong decline in economic activity. The severity of the crises became
clear with the bankruptcy of Lehman Brothers and the near-bankruptcy of American International Group
in September 2008. Following these events, financial institutions in the US and around the world lost
large portions of their value and some could only be saved from bankruptcy by government interventions.

Many causes of the crisis have been proposed. According to some authors, a fundamental cause for this
failure regards the often inadequate model of risk management (Rajun et al., 2008). We focus on some
prominent explanations: the US housing bubble, the subprime crisis, the deregulation of financial markets
in recent decades and the consequent creation of many complex financial innovations.

The years prior to the outbreak of the crisis were characterized by a strong increase in US housing prices.
This housing bubble was related to increasing financial incentives for banks to engage in mortgage loans.
The decrease in the federal funds rate from the year 2000 onwards coincided with larger profit margins
for banks on mortgages. As a result, housing prices peaked in 2006; their value had roughly doubled over
the preceding decade. This boom period in the housing market was most importantly characterized by a
strong increase in the amount of subprime mortgages. Secondly, between 2004 and 2007, the federal
funds rate started to steadily increase again. This trend brought increasing expenses for borrowers holding
adjustable-rate mortgages. The combination of an increasing federal funds rate with the growing share of
subprime mortgages led to a severe increase in the number of homeowners defaulting on mortgage
payments as well an increase in the number of property foreclosures. Increasing insecurity with regard to
the credibility of institutions has made banks more reluctant to lend, leading to a tightening of their
lending requirements. Finally, government regulations did not prevent banks from providing larger shares
of subprime mortgages. In 2004, the loosening of the net capital rule made banks able to take on larger
proportions of debt. The increasing share of subprime mortgages was pooled into new financial products,
selling them off to investors as CDOs (collateralized debt obligation) and MBS (mortgage-backed
securities) (Bolton and Freixas, 2000; Mayer and Pence, 2008). The relatively safe credit ratings of these
products contributed to an increasing demand of investors for mortgage-based derivatives.

According to forecasts by Bank of Italy, in 2010, the Italian economy returned to modest growth of 1.3%,
close to the average for the ten years before the recession, prolonging the country’s lag with respect to the
euro area as a whole. From the start of the cyclical recovery in the summer of 2009, Gross Domestic
Product (GDP) has recouped just 2 of the 7 percentage points lost during the financial crisis (Bank of
Italy, 2011a). The slow growth of the Italian economy in 2010 was ascribable to both industry and
services, particularly services provided by general government, which were subject to tight budget
constraints. Data now indicate the recovery will continue at a slow pace in the coming months. The
recovery in GDP in 2010 was sustained by growth in value added in industry excluding construction
(4.8%) and, more moderately, in services (1.0%). In manufacturing, the largest value added increase was
recorded in base metals and fabricated metal products, mechanical engineering products and electrical and
electronic machinery. In the traditional sectors (textiles and clothing, hides and leather, furniture) value
added recovered only a very small part of the decline recorded during the recession. The growth in value
added in the service sector was modest, partly owing to the stagnation in general government activity,
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including healthcare and education. These sectors, which were affected by budget restrictions, accounted
for more than half the gap with respect to the growth of Germany’s service sector (1.8% and 3.5%,
respectively, since the start of the recovery). There is a gap with respect to growth rates of the other main
euro-area countries that reflects the slowdown in industry under way since the last months of 2010.

DATA AND METHODOLOGY

Annual data concerning the principal economic, financial and demographic characteristics of Italian firms
in 2010 are published by the Bank of Italy and by Infocamere (several years). The research begins by
examining the main findings of the Bank of Italy Survey of Industrial and Service Firms conducted in the
early months of 2010 (Bank of Italy, 2011b). Our sample is composed of only Italian industrial and
service firms and, from the structural point of view, it consists of 2,809 non-construction industrial firms,
1,128 non-financial private service firms and 504 construction companies (Figure 1).

Figure 1: Sample of Firms (Values In Percent)
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This figure shows the percentage distribution of sample of firms: the non-construction industrial firms representing the 63%, the non-financial
private service firms the 25% and the construction companies the 12%.

In the second part, the study focuses on the demographic performance of Italian firms by activity sector
from 1995 to 2010. The following activity sectors are observed: agriculture; manufacturing; construction;
commerce; tourism; financial intermediation and real estate, renting and research. From the
methodological point of view, the research uses a multi-disciplinary approach and is developed through a
demographic investigation regarding the Italian industrial trends from 1995-2010. Firstly this study shows
a picture of Italian industrial and service firms, highlighting the principal differences in economic and
financial characteristics such as labor, capital and output, ownership, organization, governance and
corporate financing. Secondly it observes the impact of the financial crisis on the Italian corporate system
with regards to birth and mortality rates of firms to investigate by a demographic approach the firms
structure during the period examined. Birth and mortality rates are measured as follows:

M*IOOO; Mortality rate =
Firms(t)

actived

Firms()es sy ()
Firms(t)

actived

Birth Rate =

where (t) is the considered period.
RESULTS

We examine characteristics of industrial and service firms regards the following aspects: employment,
turnover and operating results, investment and capacity utilization, ownership, organization and
governance, aspects of corporate financing. According to the Bank of Italy survey, in 2010, average
employment continued to fall and declined by 1.4%. This was slower than in the previous year, when it
fell by 1.9%. The largest fall occurred in industry and amounted to 2.2% (in 2007 there was a growth),
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while the fall in services was 0.6% (in the period 2007-2008 there was growth). Furthermore the
contraction in employment was especially pronounced in the textile, clothing and footwear sectors (-1.0%
in 2007 and -3.3% in 2010), where it had begun before the crisis. In 2010, this contraction was sizable in
the basic metals and engineering sector (-2.6%). In geographical terms, in the period 2007-2010, the
contraction employment in industry occurred in the North-West (Table 1).

Table 1: Change in Average Workforce (Values in Percent)

Industrial firms Service firms
Area of employment 2007 2008 2009 2010 2007 2008 2009 2010
North-West -0.1 -1.3 -2.5 -3.1 1.8 0.7 -2.3 -1.5
North-East 0.9 0.1 24 -1.6 3.1 1.7 -1.1 -0.4
Centre 0.2 0.3 -2.5 -1.6 3.1 0.3 0.0 0.2
South and Islands 0.3 =23 -3.0 -1.4 1.3 1.0 -0.6 0.7
Branch of activity
Total manufacturing 0.4 -0.7 -2.7 2.4
Textiles, clothing, leather, footwear -1.0 -2.6 -3.0 3.3
Chemicals, rubber, plastics 0.2 -0.6 -2.9 -1.2
Metals and Engineering 1.4 0.3 -2.6 -2.6
Other manufacturing -0.7 -1.7 -2.7 -1.9
Energy and extraction -2.0 -1.3 -0.8 -0.2
Trade, hotels, restaurants 2.4 1.2 2.3 0.2
Transport, storage, communication 14 -0.7 -1.1 -1.0
Other h.hold and business services 2.7 2.1 0.3
Number of employees
20-49 -0.5 -1.6 -2.5 2.2 1.2 -2.0 -4.9 -2.3
50-199 0.6 -0.8 2.7 -1.8 1.6 1.7 -0.4 0.2
200 —499 0.9 0.3 24 2.5 3.7 3.8 0.7 -1.0
500 and over 0.5 -0.3 -2.5 2.4 29 1.3 0.0 0.1
Total 0.3 -0.7 -2.5 -2.2 2.3 0.9 -1.2 -0.6

This table shows the change in average workforce in industrial and service Italian firms. Eata are distinct in the area of employment, branch of
activity and number of employees in the period 2007-2010.

In 2010, the turnover of private-sector firms rose by 1.1% at constant prices, recovering only a small part
of the large fall of 7.5% recorded in 2009. The increase was the result of a 3.5% rise in industry and of a -
1.1% fall in services. In industry better-than-average improvements were recorded by firms in the North
(4.9%) and firms in the basic metals and engineering sector (7.6%). In the service sector sales contracted
in all the macro regions and size classes of firms, except for those with between 200 and 499 workers. At
the sectoral level there was a small increase in sales of 2.2% by firms providing services to enterprises
and households (Table 2).

The proportion of firms posting a profit rose from 53% in 2009 to 57.8% in 2010. The improvement was
greatest for industrial firms (for which the proportion rose from 52% to 60% overall), especially the larger
ones. In services the fall in the proportion of loss-making firms to 27.4% was accompanied by an increase
of just one percentage point to 55.3% in the proportion of those making a profit. In general, the results are
worse compared with the crisis period 2007-2008.

Gross fixed investment rose by 3.5% compared with 2009, thus making up about a quarter of the fall
recorded in that year. The result derived from the modest improvement of 0.7% in industry (5.6% in
2007) and the growth of 6.8% (-0.1 in 2007) recorded by the service sector. Investment by industrial
firms with less than 50 workers recorded a strong recovery of 11.8% (6.0% in 2007), while that by firms
with 500 or more workers declined further, by 4.7% . The investment grew by 3% in the North (more than
4% in the North-East), compared to contractions of 3% in the Centre and the South and Islands. The
largest sectoral increase in investment (18.6%) was recorded by the textile, clothing and leather sector,
which had suffered a contraction of 40% in the two previous years taken together. The chemical, rubber
and plastic industries saw a smaller increase of 6%, while investment by firms in the basic metals and
engineering sector declined further, by nearly 5%, after falling by 23% in 2009. In service firms the
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recovery in investment was basically common to every type of firm but was strongest for firms with their
head office in the North-West or the Centre and those with 50 or more workers. Transport and
telecommunications was the service sector with the largest increase in investment (9.4%), while the other
service sectors achieved only a modest recovery (Table 3).

Table 2: Annual Change in Turnover (Values in Percent)

Industrial firms Service firms
Geographical area 2007 2008 2009 2010 2007 2008 2009 2010
North-West 2.0 -2.7 -11.1 4.8 1.2 -1.6 -5.4 -0.7
North-East 2.7 -1.1 -12.8 5.1 22 -1.3 -4.1 -0.4
Centre -3.1 -53 -8.1 -0.4 2.1 23 -3.8 -1.8
South and Islands 0.8 -2.0 -6.3 0.9 2.1 -2.7 -2.5 -3.8
Branch of activity
Total manufacturing 2.0 -2.5 -11.8 3.6
Textiles, cloth., leather, footwear 0.3 -6.0 -14.2 3.9
Chemicals, rubber, plastics -0.7 -3.8 -6.5 -1.7
Engineering 5.0 -1.1 -17.0 7.6
Other manufacturing 0.7 -2.3 -1.3 1.6
Energy and extraction -4.3 -4.7 -3.6 32
Trade, hotels, restaurants 1.4 2.4 3.4 -1.5
Transport, storage, communication 1.1 -1.9 -5.2 -2.2
Other h.hold and business services 3.8 0.9 9.4 2.2
Number of employees
20 -49 2.5 -3.7 -9.1 32 1.4 -3.1 -6.4 -1.9
50-199 22 -2.0 -11.4 4.8 24 -1.4 -5.0 -1.6
200 — 499 0.3 -2.1 -10.5 53 1.5 -0.1 -3.7 0.6
500 and over 0.2 -33 -10.8 1.8 1.8 -1.3 -2.8 -1.1
Total 1.1 -2.8 -10.5 3.5 1.4 -2.3 -4.6 -1.1

This table shows the change in turnover in industrial and service Italian firms. Data are distinct in geographical area, branch of activity and
number of employees in the period 2007-2010.

Table 3: Annual Change in Investment (Values in Percent)

Industrial firms Service firms
Geographical area 2007 2008 2009 2010 2007 2008 2009 2010
North-West 3.8 32 -18.4 0.5 -4.9 -4.7 -9.6 12.9
North-East 8.1 -3.2 -15.1 5.5 1.1 2.5 -14.0 1.2
Centre 7.9 -0.6 -12.9 2.2 7.3 -5.6 -10.0 53
South and Islands 32 -1.1 -14.8 -4.9 -0.1 -1.3 -8.0 -0.1
Branch of activity
Total manufacturing 3.9 0.1 -21.1 0.4
Textiles, clothing, leather, footwear 2.8 -4.2 -36.0 18.6
Chemicals, rubber, plastics 0.9 2.5 -17.2 6.0
Engineering 6.3 53 -23.0 -4.8
Other manufacturing 2.5 -8.8 -16.3 2.7
Energy and extraction 12.2 1.3 -4.8 1.3
Trade, hotels, restaurants -2.9 -0.2 -20.1 35
Transport, storage, communication 1.7 -4.4 -4.1 9.4
Other h.hold and business services 0.6 -5.1 -14.6 1.3
Number of employees
20-49 6.0 -1.3 -18.3 11.8 0.9 2.1 -13.0 3.0
50-199 6.0 -4.5 -18.5 1.2 -4.2 -4.0 -15.6 8.7
200 —499 2.0 3.0 -133 1.5 -4.2 1.5 -13.0 6.3
500 and over 6.8 3.0 -14.5 -4.7 25 -5.8 -5.6 7.5
Total 5.6 0.4 -16.0 0.7 -0.1 -3.5 -10.4 6.8

This table shows the change in investment in industrial and service Italian firms. Particularly, data are distinct in geographical area, branch of
activity and number of employees in the period 2007-2010.

Regarding ownership concentration, stock exchange listing, and controlling shareholders, the survey
collects information of industrial firms with 50 employees and over. In industrial firms with 50 or more
workers about 70% of the capital was owned by the main shareholder on average. In about 55% of such
firms the shares were held by a company (a holding or a sub-holding company or a nonfinancial
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corporation). Industrial firms continued to have very limited access to the capital markets. No more than
1.7% of such firms are listed on the stock exchange and most of these are of above-average size. In line
with the previous year, transfers of control involved about 4% of industrial firms with 50 or more workers
in 2010. Nearly 70% of the transfers consisted of shifts in shareholdings between companies belonging to
the same group or between relatives. Finally, the research provides a more detailed analysis on some
aspects of firms fund-raising exclusively for firms with 50 or more workers.

More firms reported an increase in self-financing than a fall (in industry respectively 63.5% and 28.1% of
the total; in service sector respectively 61.7% and 30.4% of the total), thus halting the adverse trend of
previous years. The recovery in corporate profitability was not sufficient to meet firms increased
financing needs in relation to the increases in investment and production. Consequently, the rise in self-
financing was accompanied by increased recourse to equity capital and bank loans both in industrial and
service firms (Table 4).

Table 4: Changes in Sources of Finance in Firms with 50+ Employees in 2010 (Values in Percent)

Industrial Firms

Self-Financing Equity Capital Bonds and Other Bank Loans
Longterm Securities
Geographical Area Negative Positive Negative Positive Negative Positive Negative Positive
North-West 24.2 67.5 5.2 12.1 3.0 1.7 16.6 32.1
North-East 31.2 67.5 3.0 12.5 2.5 1.9 29.6 29.9
Centre 30.1 57.8 2.8 13.4 0.4 2.6 20.3 31.0
South and Islands 30.2 523 37 11.9 1.0 2.8 12.5 253
Branch of activity
Total manufacturing 28.2 63.4 4.1 12.3 2.3 2.0 21.0 30.4
Textiles, clothing, 23.9 68.9 22 7.9 22 0.7 23.8 25.1
leather, footwear
Chemicals, rubber, 253 69.5 25 8.8 1.6 0.3 16.1 38.5
plastics
Engineering 252 67.7 4.6 13.7 2.7 2.3 20.6 29.3
Other manufacturing 374 49.7 4.6 133 2.1 29 23.0 30.9
Energy and extraction 26.1 64.9 1.6 13.9 0.0 2.3 23.0 27.1
Number of employees
20-49 - - - - - - - -
50-199 27.8 62.7 39 11.8 1.9 2.0 19.5 30.0
200 —499 31.9 65.2 4.5 16.3 2.8 1.0 28.9 32.5
500 and over 23.1 72.6 29 13.7 5.5 4.4 28.1 26.6
Total 28.1 63.5 3.9 12.4 2.2 2.0 21.2 30.1
Service Firms
Self-Financing Equity Capital Bonds and Other Bank Loans
Longterm Securities
Geographical Area Negative Positive Negative Positive Negative Positive Negative Positive
North-West 29.7 61.0 4.8 9.6 3.6 25 19.5 20.6
North-East 343 60.6 7.4 11.8 4.0 0.9 22.7 21.8
Centre 29.4 68.0 3.7 11.5 0.2 0.9 13.5 31.9
South and Islands 28.2 57.0 6.0 12.1 1.4 29 12.3 25.0
Branch of activity
Trade, hotels, 31.4 59.8 43 12.7 0.7 4.5 17.8 23.4
restaurants
Transport, storage, 28.5 63.4 72 8.5 4.0 1.0 16.2 27.2
communication
Other  hhold  and 31.0 62.5 5.4 11.0 2.6 0.3 19.2 21.9
business services
Number of employees
20-49 - - - - - - - -
50-199 325 58.7 55 9.4 2.6 1.9 16.3 22.0
200 —499 19.4 76.6 4.1 16.1 1.1 0.9 24.7 34.0
500 and over 29.4 66.2 6.9 19.1 42 4.5 20.2 27.7
Total 29.2 62.6 4.7 11.7 2.4 1.9 19.6 27.3

This table shows the change in sources of finance in industrial and service firms with 50 employees and over in 2010. Particularly, data are
distinct in geographical area, branch of activity and number of employees and in different source of finance (self-financing, equity capital, bonds
and other longterm securities, bank loans).
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The demand for loans for debt restructuring purposes slowed significantly. Some 9.6% of firms declared
they had entered into negotiations to restructure their bank loans. The reduction was especially marked for
services and varied across industry. More specifically, there was a large fall among firms in the Centre
(10 percentage points) and the South and Islands (6.4 percentage points) while the fall among firms in the
North-West was less pronounced (3.7 percentage points) and firms in the North-East recorded an increase
(2.6 percentage points). Some 4.2% of firms declared they had reached an agreement with their lenders
(down by more than 4 percentage points on 2009), while another 3.9% were on the verge of concluding
such an agreement; only 1.5% of firms failed to reach an agreement. Moreover, 5.9% of firms declared
they had adhered to the “debt moratorium”.

To measure firms effective need for credit, a series of questions on the firms willingness to incur
additional costs to obtain more financing and the action to obtain it are proposed. In 2010 some 29.6% of
firms would have liked to increase their borrowing from banks and other financial intermediaries at the
cost and security conditions currently applied. The proportion was slightly higher for industrial firms
(31.3%) than for non-financial private service firms (27.7%) and in the South and Islands (35.6%) than in
the Centre (31.3%) and the North (27.3%) (Table 5).

Table 5: Percentage of Firms That Want Increase Their Indebtedness in 2010

Total Would have Actually Both the Applications for Did not apply to
accepted worse applied for new  foregoing  new loans turned banks because they
conditions to obtain loans (2) (1) and down in whole or believed they would
financing (1) 2) in part be turned down
Geographical area
Centre North 283 10.4 26.3 9.6 5.9 0.9
South and Islands 35.6 13.8 32.1 12.9 10.4 2.5
Branch of activity
Industry 29.6 10.4 27.4 9.6 6.4 1.0
Services 29.6 12.3 273 11.4 7.5 1.7
Number of employees
20-49 313 11.6 28.9 10.8 7.0 1.5
50 and over 27.7 10.4 25.7 9.6 6.4 0.9
Total 29.6 11.0 27.4 10.2 6.7 1.2

This table shows the percentage of firms that wanted to increase their indebtedness in 2010, distinct in geographical area, branch of activity and
number of employees. Data includes questions on the firms willingness to incur additional costs to obtain more financing and the action to obtain
it.

In industry, sectors that showed the greatest desire to increase their borrowing were energy and extractive
firms (34.5%). In services they were transport and communications firms (33.1%). Only 11% of firms
wished to increase their borrowing and would have accepted tighter lending or security conditions. Nearly
all the firms that wished to increase their borrowing (27.4% of all firms) actually applied for new
financing in 2010. Another 1.2% did not apply mainly because they believed intermediaries would have
turned down their requests. Some 6.7% of firms declared that their applications for financing were turned
down in whole or in part.

Between 2009 and 2010 there was a small decrease in the proportion of industrial firms reporting a
tightening of borrowing conditions and a small increase in the proportion of service firms. The most
severe assessments of the change in borrowing conditions concerned the level of accessory costs and, to a
lesser extent, interest rates and the complexity of the corporate information to be provided to obtain new
loans. Some 4.1% of firms had loans called in early by their lenders in 2010 (Table 6).
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The Business Demography

The business demography is used to analyze the dynamics of the market and the various regional
economic environments. The creation of new businesses and their exit from the market are important
indicators of the degree of dynamism of an economic system and persistence of new initiatives in the
markets to competition (Vivarelli, 2000).

Table 6: Borrowing Conditions and Loans Called in (per Cent of Firms)

2009 2010
Tightening of borrowing conditions
Industry 224 19.3
Services 16.7 18.7
Total 19.8 19.0
Loans called in

Industry 9.0 4.1
Services 6.1 4.1
Total 7.7 4.1

This table shows the percentage of borrowing conditions and loans called in, distinct in tightening of borrowing conditions and loans called in, in
the period 2009-2010.

The impact of the financial crisis on the Italian corporate system has been studied considering the
demographic trend of Italian firms from 1995 to 2010. Generally, the first observation shows the Italian
corporate system has undergone important changes. The birth rate and the mortality rate were computed
to describe the demographic trend of Italian firm. Figure 2 shows the demographic transition of Italian
firms from 1995 to 2010. It presents the birth and mortality rates of firms recorded in the same period.
The demographic analysis, generally, describes a constant trend, even if it observes a strong input of birth
in 1997. This data is influenced by the strong growth in agriculture sector activity. In fact its birth rate
increases from 73%o in 1995 to 848%o in 1997. In 2009 the mortality rate is higher than the birth rate, but
during the next year (2010) of the analysis it is possible to observe a slight growth.

Figure 2: Demographic Transition of Italian Firms (Values per Thousand)
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This figure shows the demographic transition of Italian firms in the period 1995-2010. Data on birth date and mortality rate are put in evidence.
The birth of the firms decreases for all examined periods and the sector activity with the largest decrease
is the real estate, renting and research following by the financial intermediation, respectively from 108%o

(1995) to 24% (2010) and from 136% (1995) to 63% (2010). However, it is evident the strong growth of
the agriculture firms above all in 1996 and 1997 (Figure 3).
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Figure 3: Birth Rate Trend by Activity Sector (Values per Thousand)
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This figure shows the different trends of the birth rate by activity sector in the period 1995-2010.

The data previously described are confirmed by the mortality rate trend. Figure 4 notes how the
agriculture sector experiences a good period in 1996-1997, and real estate, renting and research together
to the financial intermediation present the high mortality of the firms.

Figure 4: Mortality Rate Trend by Activity Sector (Values per Thousand)
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This figure shows the mortality rate trend by activity sector in the period 1995-2010.

Besides, the study has developed the net rate of turnover namely the difference by the two demographic
rates discussed in the precedent section. This indicator explains the increase undergone by Italian firms
and it confirms the bad birth trend (Figure 5). By this indicator the growth of the number of Italian firms
is observed. The net rate of turnover shows high values for the first part of the period examined, this
positivity is due to the increase of the agriculture sector. During the last years considered, its values
become negative, indicating a decrease of firms, but in 2010 it observes a slight growth due to the positive
birth rate data.
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Figure 5: Net Rate of Turnover (Values per Thousand)
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This figure shows the net rate of turnover in the period 1995-2010.

The business demography in Italian regions for 2010 shows different values for birth and mortality rates.
For both indicators, the highest values are recorded in the South of Italy, while lower values are related to
the Northeast (Figure 6). In the South of Italy, records the highest net rate of turnover, confirming 2001
data. The data shows particularly high values in Puglia, Abruzzo and Campania. Lombardy and Veneto is
around 0.7%, while in Emilia-Romagna net rate of turnover amounted to 0.56%. Among the regions of
Centre of Italy, the Marche present a gross rate of turnover much lower than the average of own
geographical distribution, but it is associated a net rate of turnover high.

Figure 6: Net Rate of Turnover of the Italian Regions in 2010 (Values in Percent)
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This figure shows the net rate of turnover through photography of the different Italian region in 2010. Data are distinct from more light colors to
identify low net rate of turnover to more strong colors to identify low net rate of turnover.
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CONCLUSIONS

This articles provides a picture of Italian industrial and service firms in the period 2007-2010, through a
collection and elaboration of data published by the Bank of Italy and Infocamere regarding some aspects,
as employment, turnover and operating results, investment and capacity utilization, ownership,
organization and governance and corporate financing.

In 2010 employment fell by 1.4% compared with 2009. The largest contraction occurred in industry
(2.2%), while the fall in services was 0.6%. Turnover rose by 1.1% at constant prices, thanks to the
increase of 3.5% recorded by industry, while services recorded a further fall of 1.1%. Furthermore, the
research shows the majority of firms reported an increase in their self-financing (the first time for two
years). The rise in self-financing was accompanied by increased access to equity capital and bank loans.
With regard to bank loans, nearly all the firms that wished to increase their borrowing actually applied for
new financing in 2010. Few firms did not apply because they believed intermediaries would have turned
down their requests.

In this paper, we examine the main findings of the Bank of Italy Survey of Industrial and Service Firms in
2010 to describe the principal characteristics of Italian industrial and service firms. Future studies might
observe other indicators. Finally, another possible venue of future research is to analyze the relationship
between corporate financing and the business demographic transition in different Italian regions.
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ABSTRACT

The article formulates a Balanced Scorecard (BSC) based upon research outcomes. It enables knowledge
centric entrepreneurships in Colombia to implement strategic Marketing practices. The research project
explores entrepreneur’s marketing rationale through fieldwork and data analysis. Marketing rationale
was defined within knowledge management and consumer behavior theory based on the three elements of
the Wheel of Consumer Analysis framework (WCA): 1.Environment: Knowledge acquired from the
outside, 2.Affective and Cognitive: Specialized training and procedures, formal and non-formal education
obtained thorough technical instruction, competences implemented and experienced as routines and
finally. 3. Behavior: transferring that knowledge across business areas and embed it the final product.
Factor analysis helped establish equivalences between hypotheses and strategies by relating latent
variables derived from the correlation of WCA elements to unravel underlying assumptions based on local
idiosyncrasies to interpret those latent variables. Strategic mapping for technology based
entrepreneurships identified customer benefit as the 