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ABSTRACT 
 

The paper examines the impact of bank credit to output growth in the manufacturing and agricultural sub 
sectors of the economy over the period 1980-2010. Using the error correction modeling techniques, the 
results show that bank credit has significant impact on manufacturing output growth both in the short run 
and long run but not in the agricultural sub sector. Inflation and exchange rate depreciation have negative 
effects on manufacturing output growth in both short run and long run. To boost output growth in the real 
sector, more bank credit should be made available to the real sector especially the manufacturing sector. 
Also, inflation should be kept low while the value of the domestic currency should be strengthened. 
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INTRODUCTION 
 

ver the years in Nigeria, the volume of credit into the economy has continued to increase. The 
volume of credit to the private sector increased from mere N6,234.23 million in 1980 to N29.21 
billion in 2010. Credit to private sector as a percentage of Gross Domestic Product (GDP) increased 

from 12.56 in 1980 to 18.59 percentage point in 1993. The figure increased to 37.78 in 2010. This credit 
behavior in general terms to any economy, is expected to assist in leveraging economic agents, augment 
their vulnerability to economic shocks and ultimately enhance economic growth. However, over the years, 
the economic growth has remained very low except for the last four years when marginal increases were 
recorded. This puzzle has raised concern as to the impact of bank credit on economic growth in Nigeria. 
Indeed, study by Bayoumi and Melander (2008) for US macro-financial linkages showed that a 2.5% 
reduction in overall credit caused a reduction in the level of GDP by around 1.5 percent. In the same way, 
King and Levine (1993) study for 80 countries found that bank credit affected economic growth through 
improvement of investment productivity (better allocation of capital) and through higher investment level. 
Several other studies that support this claim include De Gregorio and Guidotti (1995), Levine (2002) and 
Boyreau-Debray (2003). 
 
However, the main feature of most existing studies is that they tend to focus on aggregate economic growth 
without looking at the components. Unfortunately, aggregate growth may veil fundamental issues in the 
growth process. This is particularly relevant in the case of Nigeria where oil constitutes a major share of 
aggregate economic growth. However, oil is an enclave sector with very little value added. Therefore, 
attempt at looking at the impact of bank credit on aggregate will not give complete picture of the situation. 
There is the need to focus on the real sector namely agriculture and manufacturing sub sectors. The real 
sector comprising agriculture and manufacturing constitute the soul of any the economy; hence whatever 
happens in the real sector will have a serious repercussionary effect on the entire economy. This explains 
the rationale for the study. Specifically, the study examines the effects of bank credit on the growth of the 
real sector namely agricultural and manufacturing sub sectors. 
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The rest of the paper is organized as follows: section 2 reviews the related literature. Section 3 discusses 
the methodology. Estimation and discussion of results are provided in section4 and section 5 concludes the 
study. 
 
LITERATURE REVIEW 
 
In this section, we present a brief summary of existing literature on the effect of bank credit and economic 
growth. The general idea that economic growth is related to financial development dates back at least to 
Schumpeter (1911). He contended that financial institutions could spur innovation and growth by 
identifying and funding productive investments. In the same way, Gurley and Shaw (1967), Goldsmith 
(1969); Mckinnon (1973) and Shaw (1973) have argued that financial development could foster economic 
growth by raising saving, improving allocative efficiency of loanable funds, and promoting capital 
accumulation. The specific role of bank credit to private sector in promoting growth has been noted in the 
literature. It is argued that financial instruments such as credit provided by banking sector and the liabilities 
of the system in the economy are correlated with gross domestic product, savings, and openness trade 
(Leitão, 2012). Similarly, Ngai (2005), Josephine (2009) and Plamen and Khamis (2009) argued that bank 
credit could help in the provision of funds for productive investment. This is particularly important in 
developing countries where capital markets are not fully developed. 
 
 Asides, they contended that bank credit availability could positively affect consumption and investment 
demand and thus aggregate output and employment. Empirically, a number of studies have shown that bank 
credit has positive effect on economic growth. The study by Eatzaz and Malik (2009) for 35 developing 
countries analyzed the role of financial sector development on economic growth. The study using GMM 
approach reported that domestic credit to the private sector led to increased per workers output and thus 
increased economic growth in the long run. Their finding was consistent with the findings of Levine (2004), 
and Franklin Qura (2004). Dey and Flaherty (2005) using two-stage regression model examined the impact 
of bank credit and stock market liquidity on GDP growth. The results showed among other things that bank 
credit had significant effect on GDP growth for a number of countries. The study by Leitão (2010) European 
Union Countries and BRIC (Brazil, Russian, India and China) over the period 1980-2006 showed that 
domestic credit positively impacted economic growth. As in Levine et al (2000) and Beck et al. (2000), the 
paper adopted a dynamic panel data.  
 
The study by Murty et al. (2012) examined the impact of bank credit on economic growth in Ethiopia over 
the period 1971 – 2011. The results from Johansen multivariate cointegration showed that bank credit to 
private sector positively impacted economic growth through its role in efficient allocation of resources and 
domestic capital accumulation. Other interesting works in this area that found positive relationship between 
credit and firms growth were Beck et al. (2008) and Carpenter and Peterson (2002). 
 
With respect to Nigeria, study by Onuorah (2013) for the period 1980-2012 examined the impact of bank 
credit on economic growth. The results from cointegration VAR and Causality showed that various 
measures of bank credit namely total production bank credit and total general commerce bank credit had 
significant positive effect on economic growth in Nigeria over the study period. In the same way, study by 
Aliero et al. (2013) over the period 1974-2010 examined the impact of bank credit on economic growth. 
The result from Autoregressive distributed lag bound approach showed that private sector had significant 
positive effect on economic growth in Nigeria. In contrast, few studies have documented negative, little or 
no effect of credit on economic growth. These studies include Hassan et al. (2011), Levine (1997) and 
Levine et al (2000). In the same way, the study by Mushin and Eric (2000) showed that the effect runs from 
economic growth to financial development and not otherwise.  
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METHODOLOGY AND DATA 
 
In the context of a neoclassical growth model, we use the following empirical specification to examine the 
effect of bank credit on the performance of the real sector of the economy: 
 
𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 = ∝0+∝1 𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖 +∝2 𝐼𝐼𝐼𝐼𝐼𝐼𝑡𝑡 +∝3 𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡 +∝4 𝐼𝐼𝐼𝐼𝐼𝐼𝑡𝑡 + ∝5 𝐸𝐸𝑋𝑋𝑋𝑋𝑡𝑡 +  𝜇𝜇𝑡𝑡     (1) 
 
where i (i = 1, 2) denotes two subsectors namely agriculture and manufacturing. GDP is the growth rate of 
real Gross domestic product of each sub sector, TC is the total credit to each subsector. INT is the lending 
rate; EXR is the exchange rate; GFF is the gross fixed capital formation; INF is the rate of inflation; ut is 
the disturbance term and t is the subscript of time.  Turning to the econometric techniques, we adopted the 
Engle and Granger (1987) approach. They suggest a two-step approach. First, the existence of a 
cointegrating relationship among the variables under consideration is determined based on standard 
cointegration techniques. In a situation where the variables are stationary, a stable long-run relationship can 
be estimated using standard ordinary least square (OLS) techniques. Second, the information in error term 
of the long-run relationship is used to create a dynamic error correction model. As noted by Engle and 
Granger (1987), the error correction model produces consistent results even when the right-hand side 
variables are not completely exogenous. 
 
Data Measurement, Description and Sources 
 
The study utilized annual Nigerian observations on growth rate of real agricultural GDP (GDPA), growth 
rate of manufacturing GDP (GDPM), total credit to the agricultural sector (TCA), total credit to the 
manufacturing sector (TCM), interest rate (INT) measured as lending rate, gross fixed capital formation 
(GFF), inflation rate (INF) and exchange rate (EXR) measured as unit of domestic currency per dollar. All 
the data were sourced from the Central Bank of Nigeria Statistical Bulletin 2011. To generate the real GDP 
series, we deflated the nominal series by consumer price index. The data spanned the period 1980-2010. 
The descriptive statistics of the data series are as shown in Table 1. Table 1 shows that all the series display 
a high level of consistency as their mean and median values are perpetually within the maximum and 
minimum values of the series.  The statistics in Table 1 shows that the series except exchange rate and 
lending rate are leptokurtic (peaked) relative to normal as the kurtosis value exceeds 3. Finally, the 
probability that the Jacque-Bera statistic exceeds (in absolute value) the observed value is generally low for 
all the series suggesting the rejection of the hypothesis of normal distribution at 5 per cent level of 
significance. 
 
Table 1: The Descriptive Statistics of the Variables 
 

 TCA GDPM EXR GFF INF INT GDPA TCM 
MEAN 36,990 24,423 54.319 48,136 29.437 17.476 211,425 190,374 
MEDIAN 29,348 14,591 21.886 40,121 14.03 18.29 96,220 71744.3 
MAXIMUM 149,579 286,494 150.3 13,321 160 29.8 2,801,292 992,386 
MINIMUM 462.2 3,486 0.546 6,332 4.67 7.5 6,502 1,957 
STD.DEV 42,379 48,928 58.133 27,460 34.298 5.439 486,704 275,676 
SKEWNESS 1.352 5.1958 0.509 1.1472 2.249 -0.0023 5.090 1.790 
KURTOSIS 4.096 28.354 1.435 4.465 8.306 2.788 27.621 5.341 
JARQUE-BERA 11.0004*** 969.776*** 4.502 9.571*** 62.505*** 0.058 916.9*** 23.639*** 
PROBABILITY 0.000 0.000 0.105 0.0084 0.000 0.971 0.000 0.000007 
SUM  1,146,676 757,128 1,683.9 1,492,225 912.54 541.77 6,554,175 5,901,585 
SUM SQ DEV 53,900+ 71,800+ 101,382 22,600+ 35,290 887.75 7,110,000+ 2,280,000+ 
OBSERVATION 31 31 31 31 31 31 31 31 

Table 1 shows the results from the descriptive statistics and the Jarque-Bera normality test. The asterisk denotes significance at 1%. This is 
established by the p-values under the Jarque-Bera values. + indicates in millions 
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EMPIRICAL RESULTS 
 
Unit Root Test 
 
Our first aim is to investigate the unit root properties of the data series. To obtain the integrational properties 
of the data series, we apply the Augmented Dickey Fuller (ADF) and Philips-Perron (PP) tests. The results 
for both ADF and PP show that log levels of all the variables (gross fixed capital formation, inflation, 
manufacturing GDP, exchange rate credit and lending rate) were not stationary. However, when we subject 
the first difference of these variables to the ADF and PP tests, all the variables became stationary i.e. I(1). 
For space consideration, the empirical results are not presented here. 
 
Cointegration 
 
Our next aim is to investigate whether or not growth of real GDP in the sector, gross fixed capital formation, 
lending rate, inflation and exchange rate share common long run relationship(s). To achieve this, we follow 
the procedure of Engle and Granger (1987) by estimating the long run model, and test the residual for unit 
root. The estimated long-run relationship(s) for manufacturing and agriculture are reported as equations 1 
and 2 respectively in Table 2. 
 
Table 2: Results for Long Run Model 
 

 (1) (2) 
Variable Coefficient Coefficient 
Constant 6.579 

(-3.042)*** 
4.550 
(1.330) 

TCM 1.597 
(6.899)*** 

- 

TCA - 0.396 
(1.396) 

GFF 0.075 
(0.675) 

0.266 
(1.361) 

INF -1.317 
(-6.235)*** 

0.1333 
(1.076) 

EXR -0.269 
(-1.521) 

0.024 
(0.088) 

INT 1.059 
(3.535)*** 

0.012 
(0.024) 

Adjusted R2 
SE 
F-statistic 

0.777 
0.308 
9.894 (0.0000) 

0.597 
0.594 
9.894 (0.0000) 
 

Table 2 shows the results of the log-run estimates based on equations GDPit  = 𝛼𝛼0 + 𝛼𝛼1TCit + 𝛼𝛼2INT + 𝛼𝛼3GFF + 𝛼𝛼4INF + 𝛼𝛼5 EXRit + ut specified 
for  each of agricultural and manufacturing subsectors. The values in parenthesis are the t-values. ***, ** and * denote significance at 1%, 5% 
and 10% respectively 
 
From the long run estimations, we test for the unit root of the residuals to ascertain the long run relationship. 
The computed ADF test statistics for the residuals of long run model for manufacturing and agriculture 
subsectors are -6.472 and -3.722 while the critical value are -3.670 and 2.964 at 1% and 5% respectively. 
The results show that the error terms are stationary.  The estimated long run model for manufacturing sub 
sector performed reasonably well. The adjusted R2 is high and the F statistic is significant. The result shows 
that credit to the manufacturing subsector has significant positive impact on manufacturing growth. 
Likewise, the coefficient of lending rate is positive. Inflation and exchange rates are negatively related to 
manufacturing growth and are significant at 1% and 10% respectively. A 1 % increase in exchange rate 
(depreciation) will lead to a 0.27% reduction in manufacturing output.The estimated long run model for 
agriculture did not perform well. The adjusted R2 is 0.60. Credit to the agricultural sub sector and gross 
fixed capital formation both have positive effect on agricultural growth but only significant at 20%. All 
other variables are not significant. 
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Dynamic Model 
 
The dynamics version of the long-run relationships estimated and reported as equations 1 and 2 in Table 2 
be specified as error correction models as equations 2 and 3 for manufacturing and agriculture  respectively; 

∆𝐺𝐺𝐺𝐺𝐺𝐺𝑚𝑚𝑀𝑀𝑡𝑡 = 𝛽𝛽0 + �(𝛽𝛽1𝑖𝑖∆𝑇𝑇𝑇𝑇𝑇𝑇𝑡𝑡−𝑖𝑖 + 𝛽𝛽2𝑖𝑖∆𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑖𝑖 + 𝛽𝛽3𝑖𝑖∆𝐼𝐼𝐼𝐼𝐼𝐼𝑡𝑡−𝑖𝑖 + 𝛽𝛽4𝑖𝑖∆𝐸𝐸𝐸𝐸𝐸𝐸𝑡𝑡−𝑖𝑖 + 𝛽𝛽5𝑖𝑖∆𝐼𝐼𝐼𝐼𝐼𝐼𝑡𝑡−𝑖𝑖)
𝑛𝑛

𝑖𝑖=0
+ 𝛽𝛽6∆𝐸𝐸𝐸𝐸𝑡𝑡−𝑖𝑖 + 𝛾𝛾𝑡𝑡 … … (2) 

 

∆𝐺𝐺𝐺𝐺𝐺𝐺𝑚𝑚𝐴𝐴𝑡𝑡 = 𝛿𝛿0 + �(𝛿𝛿1𝑖𝑖∆𝑇𝑇𝑇𝑇𝑇𝑇𝑡𝑡−𝑖𝑖 + 𝛿𝛿2𝑖𝑖∆𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑖𝑖 + 𝛿𝛿3𝑖𝑖∆𝐼𝐼𝐼𝐼𝐼𝐼𝑡𝑡−𝑖𝑖 + 𝛿𝛿4𝑖𝑖∆𝐸𝐸𝐸𝐸𝐸𝐸𝑡𝑡−𝑖𝑖 + 𝛿𝛿5𝑖𝑖∆𝐼𝐼𝐼𝐼𝐼𝐼𝑡𝑡−𝑖𝑖)
𝑛𝑛

𝑖𝑖=0
+ 𝛿𝛿6∆𝐸𝐸𝐸𝐸𝑡𝑡−𝑖𝑖 + 𝜀𝜀𝑡𝑡 … … (3) 

 
The models were estimated using OLS estimation techniques on annual data for the period 1980-2010. The 
results for manufacturing sub sector reported as equation 1 in Table 3 show that credit to the sub sector 
increases manufacturing growth. A 1 per cent increase credit to the manufacturing sub sector will increase 
manufacturing GDP by 1.2 per cent. This should not come as a result because finance is crucial to 
production in the subsector. The results show that gross fixed capital formation is positively related to 
manufacturing growth but the coefficient is not significant. Lending rate (INT) has a significant positive 
effect on manufacturing contrary to a priori expectation. The results show that a 1 per cent increase in prime 
lending rate will increase manufacturing growth by 0.52 per cent. One possible reason for this result could 
be that higher cost of borrowing leads to increase production efficiency in the sub sector. As a result of high 
cost of borrowing in the country, managers might have no option than to implement cost reduction strategies 
such as increased working hour and downsizing of workers to ensure high increased efficiency. 
 
Table 3: Results for Error-Correction Model 
 

 (1) (2) 
Variable Coefficient Coefficient 
Constant 0.135 

(1.496)* 
0113 
(0.892) 

TCM 1.247 
(3.085)*** 

- 

TCA - 0.262 
(0.734) 

GFF 0.002 
(0.020) 

0.221 
(1.127) 

INF -1.451 
(-5.687)*** 

0.021 
(0.217) 

EXR -0.289 
(-1.903)* 

-0.083 
(-0.267) 

INT 0.515 
(2.367)** 

0.313 
(0.737) 

ECt-1 -1.02 
(-5.011)*** 

-0.730 
(-3.392)*** 

Adjusted R2 
SE 
F-statistic 

0.746 
0.242 
15.179 (0.0000) 

0.205 
0.492 
2.247 (0.074) 
 

Table 3 shows the error correction model results based on the equation:  ∆𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡= 𝛽𝛽0+ ∑ (𝛽𝛽1𝑖𝑖𝑛𝑛
𝑖𝑖=0 ∆𝑇𝑇𝑇𝑇𝑡𝑡−𝑖𝑖 + 𝛽𝛽2𝑖𝑖∆𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑖𝑖 + 𝛽𝛽3𝑖𝑖∆𝐼𝐼𝐼𝐼𝐼𝐼𝑡𝑡−𝑖𝑖 + 𝛽𝛽4𝑖𝑖∆𝐸𝐸𝐸𝐸𝐸𝐸𝑡𝑡−𝑖𝑖 

+  𝛽𝛽5𝑖𝑖∆𝐼𝐼𝐼𝐼𝐼𝐼𝑡𝑡−𝑖𝑖 )  + 𝛽𝛽6∆𝐸𝐸𝐸𝐸𝑡𝑡−𝑖𝑖  + 𝑣𝑣𝑡𝑡   specified for each of the agricultural and manufacturing subsectors. The values in parenthesis are the t-values. 
***, ** and * denote significance at 1%, 5% and 10% critical levels respectively.  
 
The coefficients of exchange rate and inflation are negative and significant at 10% and 1 per cent 
respectively. This shows that increase in exchange (depreciation) will reduce output growth of the 
manufacturing sub sector. The negative effect of the inflation on manufacturing could partly be attributed 
to the destabilizing effect of high prices on investment and resources allocation with adverse effect on 
output. Asides, the uncertainty associated with high prices could send unwanted signals to the producers 
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leading to temporary resource allocation. The associated adjustment costs and temporary nature of 
reallocation could result in efficiency losses leading to a reduction in manufacturing output. The negative 
effect of exchange rate on manufacturing is understandable. Nigerian manufacturing sub sector depends 
largely on imported intermediate inputs and raw materials for production. Consequently, depreciation of 
the exchange rate tends to increase costs of these imported materials, which in turn leads to increased cost 
of production with adverse effect on output in the sector.   
 
The relative fit and efficiency of the regression is averagely alright and as the theory predicts, the EC term 
is negative and significant. The coefficient value and sign of ECt-1 (approximately = 1.00) indicates that 
any disequilibrium formed in the short run will be temporary and get fully corrected 100 per cent over a 
period of a year. The results for agricultural sector are reported as equation 2 in Table 3. The results obtained 
in the short run model are quite similar to the long run results. All the variables except exchange rate have 
positive effect on agricultural growth. However, none of the variables is significant. This clearly suggests 
that credit investment, lending rate inflation and exchange rate are not the main determinants of agricultural 
output in Nigeria. This should not come as a surprise as farming is mostly practiced at subsistence level in 
the country. Farming at subsistence does not necessarily required credit, huge capital investment and high 
level manpower. In the same way, macroeconomic factors such as exchange rate, lending rate and inflation 
may not have significant effect on agricultural production at subsistence level. 
 
Finally, the error correction term (EC) is negative and significant. The coefficient value and sign of the ECt-

1 (-0.73) indicates that about 73 per cent of the disequilibrium error which occur in the previous year are 
corrected in the current year. In terms of performance, manufacturing subsector model performed better 
than agricultural growth model. This is clearly shown in the values of the adjusted coefficients of 
determination, F-statistics, Durbin-Watson statistics, standard error of regression, signs and significance of 
the parameters. However, the estimated error correction model for the two subsectors were found to be 
stable over the period studied based on the CUSUM and CUSUM of Squares tests 
 
CONCLUSION 
 
In this paper, we attempt to examine the impact of bank credit on the growth of the real sector namely 
agriculture and manufacturing subsectors. To achieve this goal, we followed the procedure of Engel and 
Granger (1987) approach by estimating the long-run and the error –correction models based on annual 
data for the period 1980-2010. The results of the estimation show that bank credit to the manufacturing 
sub sector has significant effect on its growth both in the long-run and short run. However, bank credit 
to the agricultural sub sector did not impact significantly on agricultural growth both in the long-run and 
short run. Inflation tends to reduce manufacturing growth while exchange rate depreciation reduces 
manufacturing growth in the short-run and long-run. These variables inflation and exchange rate were 
not significantly related to agricultural output in the economy. 
 
Therefore, based on these findings, we discuss certain policy implications. Given that credit is positively 
related to growth in the real sector, policies designed to increase bank credit to the real sector would 
appear very useful. More bank credit to the real sector would be beneficial to higher growth in the real 
sector. Higher output growth in the real sector will no doubt have positive effect on employment and, 
aggregate demand and output. 
 
Second, low inflation is conducive to more manufacturing output growth. Therefore, policies designed 
to reduce inflation will enhance manufacturing output growth. Such policies will include reduction in 
domestic money supply and increase in domestic output to meet demand. Third, policies designed to 
enhance the value of the domestic currency will help in boosting manufacturing output growth. As the 
value of domestic currency depends mostly on the level of domestic productivity, policies should be 
designed to boost productivity in the economy.  Finally, the study only examines the real sector of the 
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economy. Future research should focus on other subsectors of the economy. Such an analysis will enable 
us compare the impact of bank credit in all the sectors of the economy. This will help the monetary 
authority in the allocation of credit to the various sectors of the economy.   
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