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Li-Hua, Lin, Transworld Institute of Technology, Taiwan  
Szu-Hsien Lin, National Chung Cheng University, Taiwan 

 Ya-Chiu Angela Liu, National Chung Cheng University, Taiwan 
 

ABSTRACT 
 
This paper uses an event study methodology to examine the stock price behavior surrounding 
announcements of stock repurchases made by Taiwan firms from 2000 to 2008.  Our analysis shows that 
stock prices go up in response to stock repurchase announcements.  We also find the announcement 
effects between various industries to be significantly different; the announcement effect is greatest in the 
financial industry and least in the electronics industry.  Finally, firms which fully executed stock 
repurchases were confirmed to have experienced a relatively large stock price decline in the 
pre-announcement period compared with those which executed less than 10% stock repurchases; 
however, there is no significant difference in their announcement effects.   
 
JEL: G14 
 
KEYWORDS: Stock repurchases, event study, abnormal return, cumulative abnormal return 
 
INTRODUCTION  
 

n June 30, 2000, the Taiwan Legislative Yuan promulgated amendments in the provisions of the 
Securities Exchange Act.  Following the formal implementation of these amendments on August 
9 of the same year, the treasury stock system officially allowed firms to repurchase their shares in 

the open market.  Nevertheless, companies were limited to the following objectives: (1) transferring 
shares to employees; (2) repurchasing shares for the exercise of stock options and convertible bonds; and 
(3) protecting corporate credit and the interest of stockholders (Taiwan Securities Act 28-2).  The data 
from the Market Observation Post System of the Taiwan Stock Exchange show that the number of listed 
companies that issued at least a repurchase announcement from August 9, 2000 to October 31, 2008 is 
459, about 60.47% of the total number of listed firms. 
 
The Taiwan stock market has been shaken several times.  After 2000, Taiwan went through two political 
administrations and several global economic downturns, most notably the subprime crisis emanating from 
the US and developing into the global financial tsunami of 2008.  Every time stock prices plummet, 
many companies announce programs to buy back their own shares.  In view of all these, our study aims 
to examine the effects of stock repurchase announcements by listed companies on their respective stock 
prices, and to find out whether there is an “announcement effect”.  If so, this study further examines the 
issues of whether the announcement effect varies across industries and of whether the extent to which the 
repurchase is executed really matters. 
 
While previous studies employ shorter periods (i.e., from half a year to 5 years), this paper uses a total of 
8 years of data (August 2000 to October 2008) under the assumption that a longer period will help 
confirm the hypotheses tested. Based on the concept that standardized abnormal returns and cumulative 
returns may reduce the effects of disturbance events on stock returns, this study adopts the Market Model 
Hypothesis and the OLS method of event study to estimate the standardized abnormal return (SAR) and 
the standardized cumulative abnormal return (SCAR) of the sample. Both the standardized cross-sectional 
t-test and nonparametric sign test are used to test the hypotheses.   

O 
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The remainder of the paper is organized as follows.  The next section discusses the literature review and 
hypotheses. The third section describes the data and methodology used in the analysis.  The fourth 
section presents and analyzes empirical results, and the final section concludes the paper.  
 
LITERATURE REVIEW AND HYPOTHESES 
  
In many countries, an open market stock repurchase has become one of the popular ways for firms to 
distribute cash flows to their shareholders.  For example, in 1994 firms in the USA announced more than 
$65 billion stock repurchases (Ikenberry et al., 1995, 182).  Moreover, stock repurchases hit a record of 
$176 billion in 1996 (Otchere and Ross, 2002, 512). 
 
Firms buy back their own shares for various reasons, such as signaling, agency costs involving the 
problem of free cash flows, capital market allocation, tax-motivated substitution of repurchases for 
dividends, desired capital adjustments (Grullon and Ikenberry, 2000; Baker, et al., 2003), concentration of 
ownership, and profitability per share (Hsu, 2000, 508).  Repurchasing shares of the firm’s stock may 
signal that current stock prices are below the stock’s intrinsic value.  It may also signal to investors that 
managers are confident about the company’s earnings prospect.  In the literature, signaling is the most 
widely studied theory behind share repurchases.  Comment and Jarrell (1991) compare three forms of 
common stock buybacks in the U.S. markets, i.e., Dutch auction, fixed-price self-tender offers, and 
open-market share repurchases, and find that each of their announcements is associated on average with 
significant and positive excess stock returns.  Meanwhile, the announcement stock returns are attributed 
to recent firm-specific returns but not to recent general market performance, providing broad support for 
the signaling theory.  In other words, share buybacks increase stock prices because they are credible 
managerial signals that the offering firm’s stock is undervalued.  Ikenberry et al.  
 
(1995) examine firm performance following open market share repurchase announcements during the 
period 1980–1990.  They find that the average market reaction, measured from two days before through 
two days following the announcement, is 3.54%.  As the percentage of shares announced for repurchase 
increases, the market reaction increases, and as firm size increases, announcement returns decline 
substantially.  The average abnormal four-year buy and hold return measured after the initial 
announcement is 12.1%.  For value stocks, companies are more likely to repurchase shares because of 
their being undervalued; the average abnormal return is 45.3%.  Liu and Ziebart (1997) also report that 
stock price climbs in response to open-market repurchase announcement.  The results above are echoed 
by research conducted by Lie (2005), Hatakeda and Isagawa (2004), and Zhang (2002), which confirm 
that stock repurchase announcements yield a positive effect on stock prices.  Chen (2003) also discovers 
that stock repurchase announcement is useful in stabilizing a company’s share price. Moreover, 
staggering abnormal returns can also take place three trading days after the announcement is made.  This 
study therefore presents the first hypothesis as follows:  
 
Hypothesis 1: Stock repurchase announcements cause a significantly positive response from the market.  
 
The announcement effects may vary across industries.  Chen (2003) observes that the impact is stronger 
on the financial industry than on conventional industry, and the announcement effect on the electronics 
industry is the weakest and is of no significance.  The cumulative abnormal return (CAR) for the 
electronics industry is not significant because of stock repurchase announcement during the estimation 
period.  The effect on the financial industry is stronger than that on conventional industry, while the 
overall period influenced by repurchase announcement in the financial industry is shorter than that in 
conventional industry.  During the event period (0, 4), the cumulative abnormal return of the financial 
industry is 6.42%, higher than the conventional industry’s 4.66%.  However, while the event period 
extends to (0, 9), the cumulative abnormal return of the financial industry (6.53%) is lower than that of 
the conventional industry (7.03%).  Chi et al. (2007) also find that companies from industries other than 
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electronics have a considerably higher average CAR than companies of the electronics industry before 
and after the declaration of a stock repurchase.  This study therefore establishes the second hypothesis as 
follows:  
 
Hypothesis 2: Stock price reactions differ across industries after the declaration of a stock repurchase.  
The announcement effect on the financial industry is expected to be the greatest, while the effect on the 
electronics industry is expected to be the least.  
 
The stock price reaction may also differ depending on the frequency of a stock repurchase program. Chan 
(2003) reports that when a stock repurchase program is first announced, stockholders obtain a 
significantly positive average abnormal return during the announcement window (day -2 to day +2).  
While the frequency of stock repurchase program increases, the information signaling effect of the 
announcement decreases gradually, but not significantly.  When the stock repurchase program is 
executed up to five times, the abnormal return on the announcement window becomes statistically 
insignificant. 
 
Whether firms actually execute share buyback programs after the announcement may also influence stock 
prices.  Hatakeda and Isagawa (2004) find that a firm in their study’s execution group will experience a 
larger stock price decline before its announcement and a larger price increase over the post-announcement 
period than a firm in the non-execution group.  The difference in the stock price behavior for the 
post-announcement period between the two groups reveals that investors may gradually recognize the 
firm’s decision following the announcement, though they may not immediately recognize what decision a 
firm has made.  Their findings support the undervaluation/investment hypothesis.  
 
 A firm that experiences a large stock price decline before the announcement will be more likely to buy 
back its shares.  If a firm views the market price as temporarily undervalued, the manager who is 
optimistic about the firm’s earning prospect will consider the low stock price as an excellent investment 
opportunity (a positive net present value).  In addition, the more undervalued the stock price is, the more 
willing the firm is to buy back its shares.  Lie (2005) compare firms that merely announced a repurchase 
program without repurchasing shares during the announcement quarter, and firms that repurchased shares 
more than 1% of the total asset value during the announcement quarter.  The result shows that the actual 
repurchases, rather than the announcements of the repurchase programs, are more likely to indicate 
performance improvement.  Based on the statements above, this study proposes the third hypothesis as 
follows: 
 
Hypothesis 3: Firms’ actual repurchase of shares following an announcement may affect open market 
stock prices; the larger the ratio of shares actually repurchased, the stronger the announcement 
repurchasing effect. 
 
DATA AND RESEARCH METHOD 
 
The data gathered in this study consist of listed companies that issued repurchase announcements from 
August 9, 2000, the effective date of the formal implementation by the Treasury Stock System, to October 
31, 2008.  As stated above, the effect of the repurchase announcement may differ according to the 
number of times the announcement is made.  In this case, only those who issued a repurchase 
announcement for the first time were considered in this research; all the rest were eliminated from the 
sample.  Thus, the data were initially composed of 459 firms.  The Ordinary Least Squares (OLS) of 
the event study method was applied to the data collected from the Taiwan Daily News in order to select 
an estimation market model.  After eliminating firms with insufficient data, the sample was trimmed 
down to 413 firms.  Table 1 shows the yearly distribution of different industries and actual repurchase 
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implementation ratios.  During the period 2000 to 2008, the highest number of companies that 
repurchased stock was in 2000, followed by the year 2004, and then 2008.  In 2008, the number grew 
increasingly, apparently relative to the economic boom and stock price fluctuations.  For industry sectors, 
the number (25) of financial industry repurchasing stock is the smallest and is concentrated in 2000 while 
the number (228) of electronics industry is the highest.   The number (160) of conventional industry is 
in second place, but it also has the highest number (79) in 2000.  As for the actual stock repurchase ratio, 
the number (43) of ratio below 10% is the smallest, the number (243) of ratio ranging from 10 to 100 
percent is the highest, and the number (127) of 100% is in second place. 
 
Table 1: Descriptive Statistics for Share Repurchase Announcements between August 2000 and October 

2008 
 

Year Share Repurchase Firms Repurchase Implementation Ratio (N) 

 N 
Fraction 

(%) 
Financial 
Industry 

Electronics 
Industry 

Conventional 
Industry Below 10% 10% – 100% 100% 

2000a 129 31.23 16 34 79 14 74 41 

2001 47 11.38 1 27 19 7 31 9 

2002 31 7.75 2 19 10 6 16 9 

2003 36 8.47 0 25 11 4 22 10 

2004 68 16.46 1 56 11 2 40 26 

2005 21 5.08 0 12 9 3 12 6 

2006 13 3.15 1 12 4 3 12 2 

2007 15 3.63 0 17 2 1 10 8 

2008b 53 12.83 4 26 15 3 26 16 

Total 413 100 25 228 160 43 243 127 

This table shows the summary statistics of share repurchase announcements.  a From August 9, 2000 to the end of 2000.  b From January 1, 
2008 to October 31, 2008.  This study built the sample from the database of Taiwan Economic Journal, excluding observations with insufficient 
data and repurchase announcements that were not the first time. 

 
The main objective of the event study methodology is to examine the effect of each event (e.g., stock 
repurchase announcement) on the stock price, which may result in abnormal returns (AR).  The data are 
used to understand the market prices of securities and to see whether there is any correlation with any 
specific event.  
 
When using the daily rate of return to establish an estimation model, the estimation period (t1-t2 in Figure 
1) falls between 100 to 300 days.  An estimation period that is too short may undermine the predictive 
power of the forecasting model; an estimation period that is too long may produce an unstable model due 
to structural variations occurring within the period.  There are no objective criteria for the length of the 
period (t3-t4 in Figure 1). The daily rate of return ranges from two to 121 days (Shen and Li, 2000b, 23).  
Previous studies set the event date (day 0) on the day the repurchase announcement was made by the 
director.  The estimation period prior to the declaration is between 21 and 121 days (-121, -21) before 
the event day.  On the other hand, the event period starts from 20 days before the announcement and 20 
days after the announcement (-20, 20), for 41 days.  
 
Since prices of financial properties are often characterized by having a fat tail and high peaks (otherwise 
known as the ARCH phenomenon), Yang (2007, 146-147) assumes that too many fluctuations crowd 
together in this scenario.  Failure to consider this trend may lead to overestimation of the ß coefficient in 
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the estimation period of the market model.  Meanwhile, ß variance of the event period may vary over 
time, and the phenomenon that stock prices soars for 3 consecutive days after the event may be a kind of 
“clustering effect” in the ARCH.  GARCH (1, 1) is usually used to correct this problem (Chen and Lee, 
2000a, 119).  However, the event periods in this research are widely distributed over 8 years.  There is 
an enormous difference among the event dates of the companies.  The observed values of the stock 
prices are not likely to be simultaneously affected by the same external factors, and the abnormal return of 
the stock prices of each company is more independent.  Besides, the OLS method is used to calculate the 
residual of the samples.  The result undergoes a D-W autocorrelation and ARCH tests, and reveals that 
most results are not at all significant.  In other words, the autocorrelation issue in the data is not 
particularly serious and does not warrant an ARCH model.  If the abnormal returns and cumulative 
returns of the firms are standardized and averaged out, it may reduce the effects of disturbance events on 
stock returns.  The distribution of abnormal rate of return is then converted to standardized normal 
distribution and conforms to the conditions of identical distribution.  Besides, this article uses the 
GARCH (1, 1) approach to estimate the sample.  Out of 413 firms in the sample, 114 firms (27.6%) 
resulted in an extremely large AR (actual rate of return on the event date minus the projected rate of 
return) and CAR values.  This produced serious damage on the average abnormal return.  This study 
therefore adopts the Market Model Hypothesis and the OLS method of event study to estimate the 
standardized abnormal return (SAR) and the standardized cumulative abnormal return (SCAR) of the 
sample.  
 
The model is illustrated as follows: 
 

,itmtiiit RR εβα ++=                                                             (1) 
 
where Rit is the return rate of sample stock on day t, Rmt is the return rate of market investment 
combination on day t, αi and βi are regressive coefficients, and itε  is day t’s error term, i.e., 

),0(~ 2σε Nit .  The expected daily return rate ( )itRE ˆ  of the individual stock is calculated as follows: 
 

( ) mtiiit RRE βα ˆˆˆ +=                                                               (2) 
 

The difference between ( )iERE ˆ  and the real daily return rate iER  is the abnormal return rate iEAR  in 
the following: 

( )ititit RERAR ˆ−= , t = -20,…, +20.                                                (3) 
 
Adding up the daily abnormal return rates in the event period (t3, t4), we can obtain the accumulated 
abnormal return rate CARi of the individual firm as follows: 
 

CARi＝∑
=

4

3

t

tt
itAR                                                                  (4) 

 
because itAR ＝the return of research event + the return of disturbance event. To remove the impact of 
these disturbance events, Shen and Li (2000b, 8) recommend a procedure of standardizing and then 
averaging (average SARiE) all the firms’ abnormal returns in the event period.  The procedure may 
reduce the effects of disturbance events on stock returns. 
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SARiE＝ ( )iE

iE

ARVAR
AR

 and average SARiE ＝ N

SAR
N

i
iE∑

=1 .                                (5) 

Likewise, we also obtain an average SCARiE as follows: 
   

average SCARiE ＝ N

SCAR
N

i
iE∑

=1 .                                                     (6) 

When doing the hypothesis testing, we use not only the t-test of Standardized-Residual Cross-Section 
Method but also the nonparametric sign test, as Shen and Li recommend (2000a, 62).  
 
Figure 1: Length of Event and Estimation Period 
 
 
  
 
 
 

 

This figure shows the length of event and estimation period in terms of time horizon.  
 
EMPIRICAL RESULTS 
 
The empirical results show that the entire sample yields a significantly negative SAR (both the 
standardized cross-sectional t-test and nonparametric sign test show a significant level of 5%) on the 
following periods: day -1 (the day before the repurchase announcement date ) to day -13, day -17, and day 
-20.  This means the stock price is clearly undervalued.  On the other hand, a significantly positive 
SAR is noted on day +1 (the day following the repurchase announcement date) and day +2.  This shows 
an apparent announcement effect and supports Hypothesis 1 (Stock repurchase announcements cause a 
significantly positive response from the market).  Although SAR is positive on the event date, the t-test 
is not significant. SAR is largest on the first day (day +1) but the announcement effect clearly declines.  
The nonparametric sign tests up to day +3 and day +4 are not significant either.  SAR is consistently 
negative before the announcement and consistently positive after the announcement.  This reflects the 
SCAR presented in Table 2.  Since the stock price is obviously low before the event date, SCAR 
becomes positive only on day +14 after the repurchase announcement, and a significant negative value 
was detected only from day -20 to day +7. 
 
When the industries are classified into three categories, Table 3 and Table 4 show significant differences 
in the announcement results across industries.  For the financial industry, the first day after the event 
date shows the strongest announcement effect (SAR is 1.47%, as opposed to 0.84% for the electronics 
industry and 1.18% for the conventional industry).  However, the declining speed of the outcome is also 
fastest in the financial industry.  Since the stock price prior to the event is not seriously low (with 
occasional positive SARs), SCAR is easily converted to a positive value (i.e., one day after the repurchase 
announcement (day+1) and day +14 to day +20 showed equally significant results in the two tests).  The 
repurchase effect is weakest in the electronics industry. SCAR is negative until day +20 of the event.  
The conventional industry falls between the two other industries. Based on the two tests, values become 

  Estimation Period T   Event Period W 

t1 t2 t3 t4 Event 
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significantly positive on the 8th day after the announcement and from day +16 to day +20.  One-way 
ANOVA test shows that the industry factor correlates SAR (p value is 0.054).  The t-test confirms a 
significant difference between the SAR of the financial industry and that of the electronics industry (p 
value is 0.017).  Other industries do not yield any significant difference.  This result supports 
Hypothesis 2 (Stock price reactions differ across industries after the declaration of a stock repurchase.  
The announcement effect on the financial industry is expected to be the greatest, while the effect on the 
electronics industry is expected to be the least).  The outcome mirrors those of Chen (2003) and Chi et al. 
(2007).  
 
Table 2: Average Abnormal Return and Cumulative Abnormal Return - Entire Sample 

 
Event 
date SAR SCAR t-test Sign test 

Event 
date SAR SCAR t-test Sign test 

-20 
-0.1273 -0.1273 -2.71＊＊＊  3.40＊＊＊ 

+1 
1.0078 -2.1295 13.00＊＊＊  9.79＊＊＊  

-19 
-0.043 -0.1761 -0.85  1.78  

+2 
0.5695 -1.56 8.20＊＊＊  5.07＊＊＊  

-18 
-0.0627 -0.2388 -1.17  1.48  

+3 
0.2627 -1.2973 3.98＊＊＊  1.43  

-17 
-0.1255 -0.3583 -2.44＊＊＊  3.00＊＊＊ 

+4 
0.1719 -1.1254 3.11＊＊＊  1.03  

-16 
-0.0331 -0.3914 -0.63  0.64  

+5 
0.0947 -1.0307 1.60  0.25  

-15 
-0.0523 -0.4436 -0.92  1.53  

+6 
0.1225 -0.9082 2.32＊＊  0.93  

-14 
-0.0843 -0.5279 -1.47  2.51＊＊  

+7 
0.1055 -0.8027 1.96＊  0.74  

-13 
-0.1496 -0.6775 -2.83＊＊＊  3.69＊＊＊  

+8 
0.1006 -0.702 1.84＊  1.82  

-12 
-0.2323 -0.9098 -4.41＊＊＊ 4.87＊＊＊  

+9 
0.1691 -0.5329 2.93＊＊＊  1.43  

-11 
-0.1725 -1.0823 -3.39＊＊＊  3.99＊＊＊  

+10 
0.0964 -0.4364 1.84＊  1.33  

-10 
-0.2007 -1.2762 -3.34＊＊＊  5.13＊＊＊  

+11 
0.1087 -0.3278 1.98＊＊  0.54  

-9 
-0.1336 -1.4098 -2.26＊＊  1.97＊＊  

+12 
0.146 -0.1818 2.79＊＊＊  1.43  

-8 
-0.2349 -1.6508 -4.20＊＊＊  3.40＊＊＊  

+13 
0.1286 -0.0532 2.22＊＊  0.44  

-7 
-0.1673 -1.8181 -2.87＊＊＊  3.59＊＊＊  

+14 
0.0787 0.0255 1.47  0.25  

-6 
-0.2027 -2.0208 -3.49＊＊＊  4.38＊＊＊  

+15 
0.04 0.0655 0.73  0.34  

-5 
-0.2015 -2.2223 -3.50＊＊＊  3.00＊＊＊  

+16 
0.0587 0.1242 1.06  1.13  

-4 
-0.3308 -2.5531 -5.32＊＊＊  5.56＊＊＊  

+17 
0.0927 0.2169 1.60  0.05  

-3 
-0.1947 -2.7478 -3.27＊＊＊  3.99＊＊＊  

+18 
0.0859 0.3028 1.66＊  1.13  

-2 
-0.2528 -3.0005 -3.80＊＊＊  2.80＊＊＊  

+19 
0.0634 0.3662 1.21  0.54  

-1 
-0.2546 -3.2551 -3.58＊＊＊  3.10＊＊＊  

+20 
0.035 0.4011 0.67  0.84  

0 
0.1178 -3.1373 1.60 2.02＊＊  

     

This table shows the estimate result of the standardized abnormal return (SAR) and standardized cumulative abnormal return (SCAR) of the 
sample. We use the Market Model hypothesis and the OLS method of event study to estimate them. The event period starts from 20 days before 
the announcement (-20) and 20 days after the announcement (+20).  The t-test refers to the t-value of the standardized-residual cross-section.  
Sign test refers to the nonparametric test. These tests examined the significant levels of SAR. ***, **, and

 * indicate significance at the 1, 5, and 
10 percent levels, respectively. 
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Table 3: Average Abnormal Return and Cumulative Abnormal Return—Financial Industry and Electronics 
Industry 
 

A Financial Industry B Electronics Industry 
Event 
date 

SAR SCAR t-test Sign test Event 
date 

SAR SCAR t-test Sign test 

-20 0.1515 0.1515 0.65  0.2 -20 -0.1309 -0.1309 -2.13＊＊  2.38＊＊  
-19 0.0394 0.1909 0.18  0.6 -19 -0.0717 -0.2025 -1.09  1.99＊＊  
-18 0.127 0.3179 0.64  0.2 -18 -0.0433 -0.2458 -0.60  1.46  
-17 -0.0811 0.2368 -0.54  1 -17 -0.1141 -0.36 -1.65  1.59  
-16 0.1535 0.3903 0.66  0.6 -16 -0.0073 -0.3672 -0.11  0.13  
-15 0.0698 0.46 0.26  0.2 -15 -0.0717 -0.4389 -1.02  2.25＊＊  
-14 -0.1207 0.3394 -0.56  0.2 -14 -0.0944 -0.5333 -1.31  2.65＊＊＊   
-13 -0.0404 0.2989 -0.16  0.6 -13 -0.2273 -0.7606 -3.29＊＊＊   3.31＊＊＊   
-12 -0.2128 0.0861 -1.05  0.2 -12 -0.2012 -0.9618 -3.07＊＊＊   4.11＊＊＊   
-11 -0.427 -0.3409 -1.98＊  2.6＊＊ -11 -0.1734 -1.1353 -2.53＊＊＊  3.71＊＊＊   
-10 -0.5251 -0.866 -1.99＊  2.2＊＊ -10 -0.2277 -1.3629 -3.20＊＊＊   4.11＊＊＊   
-9 0.2416 -0.6244 1.29  2.2＊＊ -9 -0.256 -1.6189 -3.16＊＊＊   2.25＊＊  
-8 -0.0063 -0.6307 -0.02  0.2 -8 -0.3138 -1.9327 -4.46＊＊＊   3.31＊＊＊   
-7 -0.0682 -0.6989 -0.24  1 -7 -0.1641 -2.0968 -2.13＊＊  2.65＊＊＊   
-6 -0.4197 -1.1186 -1.50  1 -6 -0.1921 -2.2889 -2.55＊＊  3.05＊＊＊   
-5 -0.0559 -1.1744 -0.25  2.2＊＊ -5 -0.1891 -2.478 -2.50＊＊   1.59  
-4 0.2119 -0.9626 0.77  1 -4 -0.3775 -2.8555 -4.97＊＊＊   4.77＊＊＊   
-3 -0.4164 -1.379 -1.77＊  0.6 -3 -0.2567 -3.1122 -3.45＊＊＊   4.11＊＊＊   
-2 0.1611 -1.2179 0.69  1.4 -2 -0.2137 -3.3259 -2.30＊＊  1.59  
-1 0.0525 -1.1655 0.20  0.6 -1 -0.2859 -3.6118 -3.14＊＊＊   2.25＊＊  
0 0.5627 -0.6028 1.70  1.4 0 0.0772 -3.5346 0.78  2.12＊＊  

+1 1.469 0.8662 5.66＊＊＊  3.4＊＊＊ +1 0.8396 -2.695 8.33＊＊＊   6.09＊＊＊   
+2 0.5167 1.3829 2.12＊＊  1.4 +2 0.4678 -2.2272 5.70＊＊＊   3.71＊＊＊   
+3 0.1564 1.5393 0.64  0.2 +3 0.2495 -1.9776 3.36＊＊＊   1.46  
+4 0.3145 1.8538 1.25  0.2 +4 0.1335 -1.8441 1.93＊  0.13  
+5 0.1796 2.0334 0.72  0.2 +5 0.0569 -1.7872 0.77  0.40  
+6 0.042 2.0753 0.18  0.6 +6 0.0706 -1.7166 1.04  0.26  
+7 0.2687 2.3441 1.40  1.4 +7 0.0421 -1.6745 0.58  0.13  
+8 -0.1245 2.2195 -0.51  0.2 +8 0.0244 -1.6501 0.34  0.93  
+9 0.1318 2.3514 0.95  0.2 +9 0.1152 -1.5349 1.51  0.13  

+10 0.2589 2.6103 1.30  1.4 +10 0.0721 -1.4628 1.07  0.53  
+11 0.2258 2.836 1.20  1.4 +11 0.1003 -1.3625 1.34  0.66  
+12 0.3316 3.1676 1.52  0.2 +12 0.0875 -1.275 1.28  1.19  
+13 0.022 3.1896 0.08  1 +13 0.0913 -1.1836 1.20  0.79  
+14 0.6208 3.8105 2.33＊＊  1.4 +14 -0.0302 -1.2138 -0.45  1.06  
+15 0.3264 4.1369 1.31  1.4 +15 -0.0075 -1.2213 -0.11  0.40  
+16 0.2307 4.3676 0.88  0.6 +16 0.017 -1.2043 0.25  1.85＊  
+17 0.0759 4.4434 0.26  0.6 +17 0.0632 -1.1411 0.80  0.66  
+18 0.2838 4.7272 1.06  1 +18 0.0595 -1.0815 0.90  1.06  
+19 0.1661 4.8933 0.58  0.6 +19 0.0004 -1.0811 0.01  0.93  
+20 0.1502 5.0435 0.80  0.2 +20 -0.0288 -1.1099 -0.42  0.66  

This table shows the estimate result of the standardized abnormal return (SAR) and standardized cumulative abnormal return (SCAR) of the 
sample.  We use the Market Model hypothesis and the OLS method of event study to estimate them.  The event period starts from 20 days 
before the announcement (-20) and 20 days after the announcement (+20).  Panel A shows the results for the financial industry.  Panel B 
shows the results for the electronics industry.  The t-test refers to the t-value of the standardized-residual cross-section model.  Sign test refers 
to the nonparametric test.  These tests examined the significant levels of SAR.  ***, **, and

 * indicate significance at the 1, 5, and 10 percent 
levels, respectively. 
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Table 4: Average Abnormal Return and Cumulative Abnormal Return—Conventional Industry 
 

Event 
Date SAR SCAR t-Test Sign-Test 

Event 
Date SAR SCAR t-Test Sign-Test 

-20 -0.1657 -0.1657 -2.19＊＊ 2.53＊＊ +1 1.1753 -1.7918 8.94＊＊＊ 7.12＊＊＊ 
-19 -0.0149 -0.1959 -0.18 0.72 +2 0.7226 -1.0692 5.55＊＊＊ 3.16＊＊＊ 
-18 -0.1204 -0.3163 -1.38 0.72 +3 0.2981 -0.7711 2.32＊＊ 0.63 
-17 -0.1487 -0.4488 -1.72＊ 2.53＊＊ +4 0.2043 -0.5668 2.13＊＊ 1.58 
-16 -0.0991 -0.548 -1.08 1.11 +5 0.1354 -0.4314 1.29 0.00 
-15 -0.0436 -0.5916 -0.44 0.16 +6 0.209 -0.2224 2.37＊＊ 1.42 
-14 -0.0642 -0.6558 -0.63 0.79 +7 0.1704 -0.052 1.92＊ 0.79 
-13 -0.0558 -0.7116 -0.65 1.74＊ +8 0.2444 0.1925 2.74＊＊＊ 1.74＊ 
-12 -0.2797 -0.9913 -2.98＊＊＊ 2.85＊＊＊ +9 0.2518 0.4443 2.52＊＊＊ 2.06＊＊ 
-11 -0.1315 -1.1228 -1.62 0.95 +10 0.1058 0.5500 1.17 0.95 
-10 -0.1109 -1.2163 -1.01 2.47＊＊ +11 0.1023 0.6524 1.15 0.63 
-9 -0.0172 -1.2335 -0.18 1.35 +12 0.2002 0.8526 2.31＊＊ 0.79 
-8 -0.1584 -1.4085 -1.75 1.58 +13 0.1983 1.0509 2.11＊＊ 1.26 
-7 -0.1873 -1.5958 -1.99＊＊ 2.21＊＊ +14 0.1493 1.2001 1.67＊ 1.11 
-6 -0.1839 -1.7797 -1.92＊ 3.00＊＊＊ +15 0.0628 1.2629 0.63 0.63 
-5 -0.2419 -2.0216 -2.51＊＊ 2.06＊＊ +16 0.0912 1.3542 0.95 0.16 
-4 -0.349 -2.3706 -3.18＊＊＊ 3.64＊＊＊ +17 0.1374 1.4916 1.55 0.63 
-3 -0.0717 -2.4423 -0.68 1.26 +18 0.0926 1.5842 1.09 0.95 
-2 -0.3732 -2.8155 -3.64＊＊＊ 3.16＊＊＊ +19 0.137 1.7212 1.79＊ 0.00 
-1 -0.2579 -3.0734 -2.09＊＊ 2.06＊＊ +20 0.1078 1.8290 1.25 0.63 
0 0.1062 -2.9671 0.91 0.16      

This table shows the estimate result of the standardized abnormal return (SAR) and standardized cumulative abnormal return (SCAR) of the 
sample. We use the Market Model hypothesis and the OLS method of event study to estimate them. The event period starts from 20 days before 
the announcement (-20) and 20 days after the announcement (+20). The t-test refers to the t-value of the standardized-residual cross-section 
model.  Sign test refers to the nonparametric test. These tests examined the significant levels of SAR. . ***, **, and

 * indicate significance at the 
1, 5, and 10 percent levels, respectively. 
 
With regard to the actual implementation ratio of the stock repurchase, the sample is divided into 3 groups: 
10% and below, 100%, and the percentage in-between. In verifying Hypothesis 3, only the first two 
groups were compared.  Table 5 shows that a SAR of less than 10% implementation ratio reveals a 5% 
level of significance in the two tests on the following days: day -20, day -12, day 0, and day +1.  The 
SAR of 100% implementation ratio shows a 5% level of significance in the two tests on the following 
days: day -10, day -6, day-4, day -2, day +1, day +2, day +7, and day +13.  The obvious announcement 
effects of both the two types of firms imply that investors do not realize the actual implementation 
outcome of the repurchase announcement.  The stock price of the former is not as low as that of the 
second firm (i.e., SAR was at times positive). In this case, SCAR can easily become positive (3 days after 
the announcement for the first type; 10 days after the announcement for the second type; but both are of 
no significance).  This study supports the view of Hatakeda and Isagawa (2004), that is, that firms that 
experienced a lower stock price before the repurchase announcement were more willing to buy back 
shares.  The results, however, fail to support Hypothesis 3 (Firms’ actual repurchase of shares following 
an announcement may affect open market stock prices; the larger the ratio of shares actually repurchased, 
the stronger the announcement repurchasing effect).  The t-test results on the SAR of the two types of 
firms during the periods of day +0 to day +3 and day +0 to day +20 were found to be insignificant in the 
5% level.  Perhaps this is due to the failure in filtering some other factors; this warrants further study in 
the future.  
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Table 5: Average Abnormal Return and Cumulative Abnormal Return according to the Implementation 
Ratio of the Stock Repurchase 
 

A-Sample with Less Than 10% Stock Repurchase 
Implementation Ratio 

B-Sample with 100% Stock Repurchase Implementation Ratio 

Event 
date SAR SCAR t-test Sign test Event date SAR SCAR t-test Sign test 
-20 -0.2902 -0.2902 -2.32＊＊ 2.90＊＊＊  -20 -0.1194 -0.1194 -1.43 2.40＊＊ 
-19 -0.1244 -0.4146 -0.82  0.76  -19 -0.1284 -0.2669 -1.51 1.43 
-18 0.0702 -0.3444 0.38  0.76  -18 -0.055 -0.3219 -0.61 0 
-17 0.0915 -0.2529 0.61  0.46  -17 -0.0312 -0.3327 -0.36 0.80 
-16 -0.1983 -0.4512 -1.41  0.76  -16 0.0186 -0.3141 0.22 1.33 
-15 -0.0089 -0.46 -0.04  0.76  -15 0.0339 -0.2801 0.35 0.62 
-14 0.1678 -0.2922 0.86  0.15  -14 0.0765 -0.2036 0.82 0.80 
-13 -0.2327 -0.5249 -1.60  1.37  -13 -0.0595 -0.2631 -0.61 1.51 
-12 -0.3794 -0.9043 -2.73＊＊＊  2.29＊＊  -12 -0.0639 -0.327 -0.77 1.86＊ 
-11 -0.2660 -1.1703 -1.86＊  1.98＊  -11 -0.1252 -0.4522 -1.35 1.51 
-10 -0.1254 -1.2957 -0.94  1.07  -10 -0.208 -0.6602 -2.25＊＊＊ 3.28＊＊＊ 
-9 -0.2834 -1.5792 -2.17＊＊  1.37  -9 -0.0299 -0.6901 -0.29 0.09 
-8 -0.1661 -1.7453 -0.96  0.76  -8 -0.2213 -0.9114 -2.69＊＊＊ 1.86＊ 
-7 -0.1101 -1.8553 -0.62  1.37  -7 -0.1472 -1.0586 -1.65 2.22＊ 
-6 -0.0538 -1.9092 -0.37  0.46  -6 -0.2568 -1.3154 -2.71＊＊＊ 2.75＊＊＊ 
-5 0.0012 -1.908 0.01  0.46  -5 -0.2346 -1.5499 -2.29＊＊＊ 1.86＊ 
-4 -0.1822 -2.0902 -1.28  3.20＊＊＊  -4 -0.3785 -1.9285 -3.31＊＊＊ 2.93＊＊＊ 
-3 0.0539 -2.0363 0.33  0.15  -3 -0.2352 -2.1636 -2.11＊＊＊ 1.69＊ 
-2 0.0486 -1.9877 0.30  0.46  -2 -0.3076 -2.4712 -2.80＊＊＊ 3.40＊＊ 
-1 -0.1852 -2.1729 -0.82  0.76  -1 -0.2920 -2.7632 -2.40＊＊ 1.86＊ 
0 0.5736 -1.5993 2.46＊＊  2.29＊＊＊ 0 0.1177 -2.6455 -0.90 1.86＊ 

+1 0.9439 -0.6554 3.80＊＊＊  2.29＊＊  +1 1.0787 -1.5667 7.72＊＊＊ 6.66＊＊＊ 
+2 0.5127 -0.1427 2.73＊＊＊  0.76  +2 0.4970 -1.0697 4.38＊＊＊ 2.04＊＊ 
+3 0.2517 0.109 1.26  0.76  +3 0.2113 -0.8584 1.75＊＊＊ 0.27 
+4 0.4058 0.5148 2.10＊＊  1.37  +4 0.2049 -0.6535 2.00＊＊ 0.80 
+5 0.0349 0.5497 0.17  1.07  +5 0.1273 -0.5262 1.36 0.80 
+6 -0.0022 0.5474 -0.01  0.15  +6 0.0975 -0.4287 1.14 1.33 
+7 -0.2121 0.3354 -1.51  2.29＊＊  +7 0.2708 -0.1579 2.86＊＊＊ 2.04＊＊ 
+8 0.0827 0.418 0.45  0.46  +8 0.0502 -0.1078 0.48 1.15 
+9 0.0328 0.4508 0.20  0.46  +9 0.0639 -0.0438 0.63 1.15 

+10 0.2620 0.7129 1.64  0.76  +10 0.1199 0.0761 1.26 1.69＊ 
+11 0.1004 0.8133 0.74  0.46  +11 0.09 0.1661 1.02 0.62 
+12 -0.0791 0.7341 -0.52  0.15  +12 0.1089 0.275 1.06 0.09 
+13 0.1544 0.8886 0.75  0.15  +13 0.3269 0.6019 3.32＊＊＊ 2.04＊＊ 
+14 0.2800 1.1686 1.73  0.76  +14 0.081 0.6829 0.83 0.44 
+15 0.4581 1.6267 2.40＊＊  0.76  +15 0.0245 0.7074 0.23 1.33 
+16 0.2498 1.8765 1.53  1.07  +16 -0.0209 0.6865 -0.22 0.97 
+17 0.3965 2.273 1.85＊  0.46  +17 -0.0458 0.6408 -0.44 0.26 
+18 0.2056 2.4786 1.24  0.15  +18 -0.0466 0.5941 -0.51 1.15 
+19 -0.0700 2.4087 -0.43  0.76  +19 0.0235 0.6176 0.27 0.09 
+20 0.0949 2.5036 0.57  0.76  +20 0.1476 0.7651 1.53 1.15 

This table shows the estimate result of the standardized abnormal return (SAR) and standardized cumulative abnormal return (SCAR) of the 
sample.  We use the Market Model hypothesis and the OLS method of event study to estimate them.  The event period starts from 20 days 
before the announcement (-20) and 20 days after the announcement (+20).  Panel A shows the results for samples with less than 10% stock 
repurchase implementation ratio.  Panel B shows the results for samples with 100% stock repurchase implementation ratio.  The t-test refers 
to the t-value of the standardized-residual cross-section.  Sign test refers to the nonparametric test.  These tests examined the significant levels 
of SAR .  ***, **, and

 * indicate significance at the 1, 5, and 10 percent levels, respectively. 
 
SUMMARY AND CONCLUSION  
 
Just as in many countries, open market stock repurchases have become one of the common ways for firms 
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to pay out cash flows to their shareholders; the same situation is found in Taiwan recently.  Every time 
stock prices plummet, a great many companies announce programs to buy back their own shares.  In 
view of this fact, this paper aims to examine the effects of stock repurchase announcements made by 
listed companies on their respective stock prices, and to ascertain whether there really is an 
“announcement effect”.  In addition, the focal point of this study also includes the questions on whether 
the announcement effect varies across industries and whether it depends upon the actual execution of 
repurchase. 
 
Our study obtained the data from the Market Observation Post System of the Taiwan Stock Exchange.  
Listed companies that issued a repurchase announcement for the first time from August 9, 2000 to 
October 31, 2008 were included in the sample, with a final count of 413 firms.  We adopted the Market 
Model hypothesis and the OLS method of event study to estimate the standard abnormal return (SAR) of 
the sample and standard cumulative abnormal return (SCAR).  The database of Taiwan Economic 
Journal (TEJ) was used to estimate the effects of stock repurchase on stock price.  The result of the study 
supports our first hypothesis that stock repurchase announcements cause a significantly positive response 
from the market and our second hypothesis that the effects of repurchase announcement vary across the 
industries.  The effect on the financial industry is the greatest, while the effect on the electronics industry 
is the least.  We found that firms that experienced a larger decline in stock price prior to repurchase 
announcement were more willing to buy back their stocks.  However, the result failed to support our 
third hypothesis that the larger the ratio of shares actually repurchased, the stronger the announcement 
repurchasing effect.  
 
It is possible that some other factors were not filtered and ultimately affected the results.  For example, 
the various reasons for share repurchase programs may lead to different empirical results.  Besides, this 
study does not examine the issue of whether the firms that repurchase 100% of their shares have better 
longtime operating performance than those firms that repurchase their shares below 10%, which is an 
interesting issue and is worth looking into by future researchers.  
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ABSTRACT 

 
This paper empirically analyzes the short run performance of Tunisian initial public offerings (IPO). It 
sheds light on the determinants of IPO’s in a context of a frontier market characterized by high 
information asymmetry, low information efficiency, thin trading and the presence of “noise” traders. 
Using a sample of 34 Tunisian IPO’s from the period 1992-2008, we find an average market adjusted 
initial return for the first three trading days of about 17.8 percent. The factors significantly related to the 
underpricing are retained capital, underwriter’s price support, oversubscription, listing delay and the 
offer price. Age of the firm, its size and the size of the offer do not seem to reduce the amount of money 
left on the table by issuers. It appears also that underpricing is driven by irrational investors (ipoers) 
seeking for short-run capital gains. These results remain unchanged after controlling for the presence of 
institutional investors, price discount and the existence of liquidity contract. Overall, the results show that 
investors rely mainly on side information to value IPOs.   
 
JEL: G14; G3  
 
KEYWORDS: Initial public offerings, Short-run underpricing, Underwriter’s price support.  
 
INTRODUCTION 
 

everal empirical studies documented the existence of the initial underpricing phenomenon for 
newly listed firms during the early days of trading across many countries and capital markets. Early 
studies examined the performance of IPOs on the US market. Ibbotson (1975) find an average 

abnormal return of 11.4%. Loughran and Ritter (1995) based on their survey of papers on the IPO 
underpricing report average initial returns of 10.0%. More recently, Purnanandam and Swaminathan 
(2004) find returns ranging from 14.0 to 50.0% depending on the matching criteria used. At the 
international level, most researchers have found mixed results compared to American findings. On the 
German market, Ljungqvist (1997) using a sample of 189 firms over the period 1970-1993 find an initial 
underpricing of about 10.9%. In France, Jacquillat and MacDonald (1974) and Dubois (1989) report an 
initial underpricing respectively about 4.2% and 19.0 percent.  
 
In the context of emerging markets, several studies highlighted that Chinese IPO’s enjoy the world’s 
highest initial returns. Among others, Mok and Hui (1998), Tian (2003) Chan et al. (2004) and Larry et 
al. (2008) report underpricing ranging between 100-300%. These levels are much higher than the average 
level of 60% in other emerging markets (Jenkinson and Ljungqvist, 2001). For example, Yong and Isa 
(2003) report an average initial yield of 80.3% for Malaysian IPOs over the period 1980-1991. More 
recently, Agarwal et al. (2008) find an average initial return of 20.8% for Hong Kong. Finally, Kiymaz 
(2000) documents an average 13.6% underpricing over the period 1990-1995 for a sample of Turkish 
IPO’s.  
 
This paper extends the international literature on IPO’s by examining the IPO’s on the Tunis Stock 
Exchange (TSE), a frontier market characterized by high information asymmetry, low information 
efficiency, thin trading and the presence of “noise” traders. This study thus sheds light on the 

S 
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determinants of IPO’s in an insufficiently investigated context. In fact, a limited number of studies have 
examined IPO’s underpricing on the context of frontier market. Particularly, on the TSE most of the 
conducted studies have highlighted the phenomenon without explaining it. For instance, Ben Naceur and 
Ghanem (2001) find an average underpricing of 27.8 percent for issues conducted over the period 
between 1990 and 1999. Gana and Ammari (2008) studied the incidence of shares transfers by the 
original shareholders on the degree of the initial underpricing. Using a sample of Tunisian candidates 
companies over the 1992-2006 periods, they find an initial underpricing of about 19.2%, which mainly 
depends on the original and controlling shareholders.  
 
In this paper, we study the main determinants of initial IPO’s performance based on a sample of 34 IPO’s 
listed on the Tunisian Stock Exchange (TSE) over the period 1992-2008. We find an average initial return 
of about 16.0, 16.8 and 17.8% respectively for the first, second and third day of trading. The retained 
capital, underwriter’s price support, oversubscription, listing delay and the offer price are the factors 
related to the underpricing. Age of the firm, its size and the size of the offer do not seem to reduce the 
amount of money left on the table by issuers. The results of the regression remain unchanged after 
controlling for the presence of institutional investors, the level of price discount and the existence of 
liquidity contract.  
 
The remainder of the paper is organized as follows. Section 2 briefly discusses the relevant literature. 
Section 3 provides a brief description of Tunisian equity market. In section 4, we describe data selection, 
research method and empirical models. Section 5 presents the analysis and interpretations of the empirical 
results and Section 6 concludes the paper. 
 
LITERATURE REVIEW  
 
A number of theories and explanations of IPO underpricing have been put forward and tested against the 
data of various stock markets. However, no single theory can explain the initial performance of newly 
listed firms during the first days of trading (Jenkinson and Ljungqvist, 2001; Ritter and Welch, 2002). 
 
Some models exploit the information asymmetry hypotheses. In this case underpricing is used as a mean 
to reduce the informational gap between different parties involved in the IPO process (Rock, 1986; Allen 
and Faulhaber, 1989; Grinblatt and Hwang, 1989 and Welch 1989). They base their explanation on the 
Winner’s Curse Hypothesis; that is underpricing intends to reward the informed investors for revealing 
private information. Other models based on the “ex ante uncertainty” hypothesis suggest that the 
uncertainty surrounding the IPO outcomes around listing can induce an IPO’s underpricing (Beatty and 
Ritter, 1986; Carter and Manaster, 1990 and Megginson and Weiss, 1991). According to Beatty and Ritter 
(1986), underwriters possess a certification role, which reduces uncertainty in the IPO. Carter and 
Manaster (1990) find that prestigious underwriters underpriced less because they issue firms with lower 
ex ante uncertainty.  
 
Finally, signalling models suggest that good firms use the underpricing to signal their quality to raise 
funds in the future with more favourable conditions through seasoned equity offerings (Allen and 
Faulhaber, 1989; Grinblatt and Hwang, 1989 and Brennan and Franks, 1997). In fact, only good firms can 
withstand a significant initial loss because they rely on a return on their investment. 
 
To study the determinants of short-run underpricing in the TSE, we examine various explanations 
proposed by previous research. The variables examined include the retained capital, underwriter price 
support, oversubscription rate, listing time, offer price, age of the issuing firm, size of the issuing firms 
and size of the issue.  
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Retained capital: Many authors (Downes and Heinkel, 1982; Allen and Faulhaber, 1989) have 
highlighted the association between the level of the capital retained by insiders and the firm value. From 
an agency theory view, a high level of retained capital serves to align the interest of firm owners 
(managers) with those of new shareholders. This will lead to a higher value of the firm (Jensen and 
Meckling, 1976). Furthermore, firms with a diffuse capital structure observe more earnings management 
than more concentrated firms, which reduces the cash flows and consequently the firm value (Ritter, 
1984).  
 
On the other hand, the more the owners/executives are confident on the future perspectives of the IPO 
firm the more they will retain a high proportion of capital. Thus, the level of retained capital by existing 
owners will send a signal to the potential investors about the true value of the firm. This will contribute to 
lower the underpricing, as the company is able to set higher price for the offer (Mroczkowski and 
Tanewski, 2004).Conversely, high levels of retained capital may be associated with higher risks of cash 
flow minority rights expropriation (Bozzolan and Ipino, 2007). In such circumstances, potential investors 
will buy shares only when they are severely underpriced. 
 
Underwriter price support: Early studies document a negative relation between underwriter reputation 
and initial underperformance of IPO (Beatty and Ritter, 1986; Johnson and Miller, 1988). Works that are 
more recent also confirm this view (Booth and Chua, 1996; Johnson and Miller, 1988; Kim and Ritter, 
1999; Chang and al, 2008). This reflects that prestigious underwriters will reduce agency costs 
experienced by firms around IPO. On the other hand, firms with favourable information tend to choose 
high quality underwriters to signal the quality of the new issue (Titman and Trueman, 1986). Others 
attribute this negative relation to the certification role played by reputable underwriters. In fact, they 
contribute to reduce information asymmetry between owners and potential investors.  
 
However, underwriter’s reputation might be associated with high level of underpricing. In fact, 
underwriters are likely to care more about the perceived reputation among potential investors with whom 
they may maintain ongoing relations. Especially with “speculative investors”, which seek to realize quick 
and short-term benefits (Spiess and Pettway; 1997). On the other hand, as noted by Loughran and Ritter 
(2002), reputable underwriters, which face increased financial analyst coverage of IPO’s, are obliged to 
severely underprice.  
 
In this study, we do not test the impact of reputation because of the lack of information and to the relative 
short experience of most of underwriters, which prevented us from adequately assess their prestige. 
However, in the TSE evidence of price support by underwriters are widely reported by both professionals 
and investors. As noted by several authors, underwriters may be motivated to support share prices after 
the firm going public to preserve their own reputation. They thus have incentives to support IPO’s with 
low performance (less than the average) after listing (Schultz and Zaman, 1994). Empirically, evidence of 
price support is documented by Ruud (1993), Hanley (1993) and Schultz and Zaman (1994) on the NYSE 
and by Xu and Wu (2002) on the Shangai Stock Exchange.  
 
Oversubscription rate: Theoretically, the demand for the IPO, proxied by the oversubscription ratio, 
positively affects the level of underpripcing. Michaely and Shaw (1994) argue that underpricing depends 
on the information heterogeneity among investors. Based on the Rock’s ‘winner curse’ model (1986), 
they show that the decrease of information homogeneity induces higher underpricing. They assume that 
the level of heterogeneity increases with the demand for the firm’s shares, as both informed and 
uninformed will bid in “good” IPO’s, whereas “bad issues” attract only uninformed investors. 
Alternatively, Chowdhry and Sherman (1996) argue that potentially highly underpriced IPO’s may attract 
more investors looking for high potential capital gains. They explain that when the disclosure of the price 
is before the end of biddings, it is likely that a substantial information leakage take place. This leads to an 
increase in the demand for the firm’s shares, particularly when investors realize that the offer price is low.  
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Empirically, several authors used the oversubscription rate to explain the magnitude of abnormal returns 
of IPO’s observant during the first listing day (Allen and Faulhaber, 1989; Chowdhry and Sherman, 1994; 
Booth and Chua, 1996). Hanley (1993) find a positive relation between the subscription ratio and the size 
of the initial performance on a sample of American IPO’s. Kandel et al. (1999) find similar results on the 
Tel Aviv Stock Market. Agarwal et al. (2008) analyze a sample of IPO’s on the Hong Kong Stock Market 
and find a positive relation on the short run but a negative association on a longer horizon. They explain 
these results by investor’s overreaction on the short run.  
 
Listing time: According to Chowdhry and Sherman (1996), the listing delay (the period separating the 
closing of the offer and the first trading day) is associated with the underpricing level. On one hand, 
longer time of listing is associated with more uncertainty on the offer. On the other hand, before listing, 
there are no share price signals. Thus, to compensate investors for the high level of illiquidity firms apply 
a share-pricing discounts. When, the listing of a firm takes too long, the market may revise its 
expectations about the future value of the firm and hence affect the subsequent level of underpricing. Mok 
and Hui (1998) and Su and Fleischer (1999) find a positive relation between average initial returns of 
IPO’s and the listing time for the Shangai Stock Exchange. Megginson and Tian (2006) find that one 
day’s delay of the flotation increases the initial returns by 0.4 percent in China. They attribute this to the 
unusual long delays of listings in China (over 10 months).  
 
Referring to the specific case of the Tunisian Stock Exchange, the relation between listing delay and 
underpricing is more likely to be unintended, as there is no ex post information about how long the listing 
of an IPO will take. This long delay between the closing of the offer and the listing is mainly due to the 
type of offerings (direct registration, minimum price, firm price, open price) and to regulatory clearances 
and controls. In such circumstances, investors are discouraged to trade actively in the market as the delay 
of listing gets longer. This will reduce their irrationality and hence the aftermarket performance of the 
IPO. Uddin (2008) first highlights this argument. He advocates that to the extent that the issuers do not 
know the listing delay, it seems hard to believe that they will intentionally lower the offer price. A part of 
the underperformance is thus unintended by the issuer. 
 
Offer price: The initial price of an IPO offering may also indicate the extent of underpricing, although its 
level has little economic significance (Fernando et al., 1999). Firms do not set the offer price in an 
arbitrary way. In fact, when the aim of the IPO is to encourage retail investors to participate to the 
subscription, the issuers set a relatively low price to encourage potential small investors. This will 
systematically lead to an excessive demand for the security and hence to larger underpricing. Besides, 
Daily et al. (2003) suggest that higher offer prices are associated with lower uncertainty regarding the 
future performance of the firm. 
 
Conversely, firms looking to attract institutional investors tend to set high offer prices. In fact, 
institutional are known to avoid low price shares (Gompers and Metrick, 1998). This presence of 
institutionals might lead to higher underpricing, given the necessary compensation for the valuable 
information they provide and their contribution to a better marketing of the IPO (Benveniste and Spindt, 
1989). Furthermore, Jain and Kini (1999) argue that a low offer price may indicate little demand, low 
value or both and hence are associated with lower short-term performance.  
 
Empirical evidence provides mitigated results regarding the relation between the offer price and 
underpricing. Ibbotson et al. (1988) find that firms offered with very low prices usually record high levels 
of underpricing. They argue that low priced-offers present higher risks and are subject to speculative 
trading. Fernando et al. (1999) report a U-shaped association.  
 
Age of the issuing firm: Age of the firm is hypothesized to have a negative impact on the level of 
underpricing following the IPO (Carter et al. 1998; Ritter, 1984, 1991, and Megginson and Weiss, 1991). 
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First, newly created firms, as opposed to old ones, exhibit higher ex-ante uncertainty. Since, less-seasoned 
firms are less likely to have been followed by financial analysts (and so well assessed) as they do not have 
enough historical published financial data. Second, the availability of information on firms operating for 
several years contributes to reduce the information asymmetry around the IPO (Ritter, 1984 an 1991; 
Hensler et al., 1997). This uncertainty about the future perspectives of the candidate company induces a 
higher underpricing (Bilson et al., 2003). 
 
Size of the issuing firms: Several studies have reported a negative link between firm size and short run 
underpricing (Megginson and Weiss, 1991, Ibbotson et al., 1994; Carter et al., 1998). Larger firms with 
more diversified products lines and monitoring proceedings, have better access to investment capital and 
resources, which are crucial for their profitability and survival (Finkle, 1998). Indeed, the size of the firm 
is usually negatively associated to its risk. These factors contribute to reduce the uncertainty around the 
IPO of large firms for potential investors (Kiymaz, 2000; Bhabra and Pettway, 2003).  
However, other studies (Titman and Wessels, 1988; Schultz, 1993) support the inverse relation between 
risk and firm size.  
 
 Size of the issue: The size of the IPO offer, measured by the total gross proceeds raised from the market, 
is expected to affect negatively the underpricing level. According to Miller and Reilly (1987) and 
Clarkson and Simunic (1994), the size of the offering indicates the uncertainty about IPO firms. Well-
known firms with running years and better records usually offer larger IPO’s. This contributes to reduce 
the perceived risk of the IPO from the side of potential investors (Carter et al., 1998; Jain and Kini, 2000). 
Carter and Manaster (1990) document that, besides the uncertainty surrounding the IPO, investors will 
take into account its size to assess IPO performance.  Empirically, several studies report evidence for this 
negative relation between the amount of raised funds and the level underpricing (Ritter, 1987, Jog and 
Riding, 1987, Chalk and Peavy, 1990 and Clarkson and Merkley, 1994). 
 
THE IPO MARKET IN TUNISIA  
 
The Tunis Stock Exchange (TSE) was established in 1969. During the first three decades, the Tunis stock 
market has not played a significant role in funding private companies. Since then, Tunisian authorities has 
undertaken several reforms mainly during the 1990s aimed at developing the market financing of the 
economy. The current electronic trading system used by the TSE was established in 1996 (AtosEuronext 
upgraded to a new version in 2007). All listed securities are traded on the system. The most liquid shares 
are traded continuously and the less liquid are traded in fixing mode.  
 
Listing on the main market requires a company to float freely at least 10% of its outstanding shares to the 
public with a minimum of 200 shareholders. The listed firm must have at least two years of profit and one 
dividend paid. Three recognised methods for IPO’s in Tunisia. We find the ordinary procedure for listing 
of already existing shares and offers for sale and beading procedure for new public issues. 
 
The approval process is lengthy. First, candidate firms agree on the price of the issue with the 
underwriter. Then, an application for approval is submitted to the Tunisian Financial Market Council 
(FMC). The FMC evaluates the company, examines its forecast profits and the quality of its internal 
controls and its information disclosure. Once the FMC have approved the application, the issuer, the 
underwriter and an independent auditor fill in a prospectus. The prospectus must include detailed 
financial accounting information about the firm, along with details on the company's operating history, 
management team, prospects, risks, its controlling shareholders and its subsidiaries. The underwriter 
(pricer) sets the final share issue price and announces it to the public. 
 
In Tunisia, a quotas procedure is used to allocate IPO shares. Issuing firms and underwriters distribute 
shares randomly and equally across application orders collected in the subscription period. However, in 
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recent years shares are often classified into different categories: institutional investors, foreign investors 
and local subscribers. Each category is allocated a pre-specified percentage of the issued shares to ensure 
a better diffusion of the shares among various categories of shareholders and hence to reduce 
underpricing and speculation.  
 
As in most emerging markets, the TSE has imposed ceilings since 1994. The purpose of this rule is to 
protect the stock market and investors from speculative threats often observed in emerging marktes. It 
aimed also at avoiding price irregularities and volatility. All the stocks have undergone these regulatory 
limits from their first day of trading. The listed stock prices can fluctuate between ± 3.0%. When a stock 
price reaches the ceiling, the share trading is suspended until the stock price falls below the maximum 
fluctuation rate, or rises above the minimum rate of change during the same day. However, we have noted 
varying levels of the margins of fluctuations in the TSE over the period of study, particularly during the 
first days of trading. Sometimes the supervisory board has removed the ceilings during the first three days 
of new firm listing. In other circumstances, the fluctuation margins were increased to ± 18.0%. These 
changes aimed at allowing the market to evaluate freely the price of the newly introduced shares.  
 
Table 1 Number of Listed Companies 1990-2008 
  

 1990 1995 1999 2002 2003 2004 2005 2006 2007 2008 
Number of listed companies  13  26  44  46  45  44  45  48  51  52 
Capitalisation in million dinars 448 3967 3326 2842 2976 3085 3840 5491 6527 6063 

This Table exhibits the number and the market capitalisation of listed companies in Tunisia from 1990 to 2008. Over the period 1990-2006, the 
Tunisian Dinar (TND) has ranged from 1 USD to 0.8 USD. 
Source: TSE and BVMT annual reports 
 
Table 1 shows that the number of listed firms increased from 13 firms (mostly from the financial sector) 
in 1990 to 52 firms in 2008. Following the privatization program launched by the Tunisian government 
during the 1990s, going public was used as a mean for the privatization of state owned enterprises.  
The number of IPOs varied sharply across the period 1992-2008 (Figure 1). The year 1999 recorded the 
highest number of listings, with six newly public offerings. This coincided with the privatization of four 
state owned companies following the commitment of the Tunisian government to move toward a market-
based economy. The years 2000, 2003 and 2004, with no IPOs, exhibited the lowest figures. For the year 
2000, this may be due to the large number of IPO’s conducted in 1999. However, for the years 2003 and 
2004 we attribute this absence to unfavorable market conditions (crisis of confidence and of liquidity).  
 
Figure 1: Number of Listing by Year (1992—2008) 
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METHODOLOGY  
 
Data 
 
The sample consists of 34 new listings of ordinary shares on the Tunisian stock exchange from January 
1992 to December 2008. We considered only IPOs motivated by opening capital decisions and we 
excluded IPO’s with no selling of shares. Post-IPO performance data on the closing prices and the market 
Index are collected from the TSE online database (www.bvmt.com.tn). Only one firm, a retail company, 
was delisted because their bankruptcy in 2002. This does not alter our analysis given that the first listing 
of this company was in 1997, five years before delisting. We collected data used to explain short run 
underpricing from two sources: the FMC and the TSE. We obtained information on IPO firm 
characteristics around the listing period and on the operation of introduction itself from hard copies of 
prospectus published by the issuers (available at the FMC documentary service and from the Bulletin 
Official of the TSE). 
 
Research Design 
 
To analyze the relation between initial returns of IPOs and their determinants, we use a two-steps 
approach. First, we measure the short run underpricing and then, we investigate the factors affecting the 
initial returns.  Consistent with previous studies (Aggarwal et al., 1993; Chi and Padget, 2005), we use 
the following methodology to measure the underpricing of IPO’s. We calculated the return of stock i at 
the end of the first trading day as following: 
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Where Pi1 is the closing price of the stock i on the first trading day, and Si0 is the subscription price and 
Ri0 is the raw first-day return on the stock price. As the issue price of the share is fixed at the prospectus 
publication date, the return between the price at the end of the first day of trading and the issue price will 
depend, in part, on changes in market conditions facing companies. To account for the impact of the 
substantial delay between pricing and listing, we use the market-adjusted abnormal return for each IPO on 
the first trading day computed as: 
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The return on the market index for the same day is given by: 
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Where Pm1 is the closing market index value on the first trading day, Pm0 is the closing market index value 
on the last day of the subscription period of the IPO, and Rm0 is the first day’s comparable market return. 
In this study, we use the TUNIDEX index (the market capitalization weighted index for the TSE) as a 
proxy for the market index. As expressed in (2), the market adjusted abnormal return 1mMAR supposes 
that the systematic risk of the IPO’s is equal to one. A number of studies (Ibbotson, 1975; Spiess and 
Affleck-Graves, 1995) demonstrate that the average beta of newly listed firms is higher than the 
systematic risk of the market portfolio. Thus, this measure of the abnormal return provides a somehow 
upwardly biased estimate of the initial performance of the IPO relative to the market.   
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To account for the ceiling imposed on trading at the TSE, several short-run returns are computed to 
capture the effective underpricing mtMAR (t= 2, 3) in an analogous manner to 1mMAR . We calculate also 
the underpricing for the days four to 10 after listing. We note that beyond the 3rd day of listing, 
underpricing remains relatively flat and stable. Hence, in the remaining of this work, we limit the analysis 
to the first three days after listing. As noted by Ljungqvist et al. (2006), it is appropriate to measure the 
underpricing over a longer window in less developed markets where aftermarket prices may take more 
time to reach equilibrium.  To explore the determinants of IPO underpricing, we use multiple linear 
regression models. In Table 2, we summarized all explanatory variables used in our study.  
 
Table 2: List of Explanatory Variables 
 

Variables Proxies Measure Expected sign 

Retained Capital Capret 1-percentage of shares raised to total outstanding shares +/- 
Underwriter’s price support UndPS Dummy variable, it takes one if the underwriter supports its own IPO 

and 0 otherwise. 
+/- 

Oversubscription ratio Over The number of demanded shares over the number of shares offered + 
Listing delay  Del The number of days separating the closing of subscriptions and the 

first day of trading 
+ 

Offer price Price The natural logarithm of the price set by the issuer - 
Firm age Age The natural logarithm of the number of years between the year of 

creation and the IPO 
- 

Firm size FSize The natural logarithm of total assets at the end of the year preceding 
the IPO of the issuing firm 

- 
Offer size OSize  The natural logarithm of the number of offered shares * offer price - 

 
The regression model retained is as follow: 
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Where mtMAR is the degree of short run underpricing for t =1, 2 and 3 (market adjusted initial returns of 
IPO of the three first days). Capret is the percentage of retained capital. UndPS, a dummy variable which 
takes one if the underwriter supports its own IPO and zero otherwise. Over is the oversubscription ratio 
measured by the number of demanded shares over the number of offered shares. LDel is the listing time 
calculated as the natural logarithm of the number of days separating the closing of subscriptions and the 
first day of trading. LPrice calculated as the natural logarithm of the offer price by the issuer. LAge is the 
issuing firm age, measured as the natural logarithm of the number of years between the year of creation 
and the IPO. FSize is the firm issuing size measured by the natural logarithm of total assets of the issuing 
firm at the end of the year preceding the IPO. OSize represents the funds raised measured by the natural 
logarithm of the number of offered shares multiplied by the offer price. 
 
We introduce three control variables. Cliq is a dummy variable taking one if there is a liquidity contract in 
the IPO and zero otherwise. Inst is a dummy variable taking one if a part of the IPO is reserved to 
institutional investors and zero otherwise. Finally, Disprice is the level of price discount set by the issuer 
based on the mean of the firm value obtained using several methods of valuation. 
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EMPIRICAL RESULTS 
 
Characteristics of Short Run Underpricing 
 
Table 3 reports summary descriptive statistics of underpricing for the 34 IPO’s conducted during the 
period 1992-2008. The degree of underpricing ranges from -4.4% to +65.0%. The average initial return 
amounted 16.0%, 16.8% and 17.8% for the first, the second and the third trading day, respectively. This 
underpricing is significantly different from zero at the 1% level for all cases. The percentiles exhibit the 
same patterns for MAR1, MAR2 and MAR3, confirming the significance of the underpricing. On the 
other hand, the median in all cases is lower than the mean, which indicates the skewness of the initial 
returns series is at the right. Our results are closed to Gana and Ammari (2008), who reported initial 
underpricing of about 19.2% for the sample of Tunisian IPOs listed from 1992 to 2006. Yet, these results 
contrast with those found by earlier studies examining short run underpricing of IPO’s of the TSE. For 
instance, Ben Naceur and Ghanem (2001) reported a short run underpricing of 27.8% over a longer period 
from 1990 to 1999.  
 
Table 3: Descriptive Statistics of MAR of the 1st, 2nd and 3d Day (1992-2008) 
 

 Min Max Mean Median SD 
MAR 1 -0.044 0.640 0.160 0.108 0.172 
MAR 2 -0.048 0.607 0.168 0.110 0.168 
MAR 3 -0.033 0.650 0.178 0.113 0.181 
Percentiles 10% 25% 50% 75% 90% 
MAR 1 0.0024 0.0296 0.1087 0.2484 0.3909 
MAR 2 0.0024 0.0297 0.1087 0.2484 0.3909 
MAR 3 0.0048 0.0439 0.1137 0.2819 0.5012 

This table reports summary descriptive statistics (minimum, maximum, mean, median, standard deviation and percentiles) of the market adjusted 
abnormal return (MAR) of the first, second and third day  for each year, respectively. 
 
Table 4 shows that the IPO’s of the year 2005 displays the highest underpricing (32.2%) while we have 
recorded the lowest figure in 1993 (0.2%). The analysis of these results suggests the existence of two sub-
periods. The first one includes the years 1992-1998 and 2002, which exhibit low levels of underpricing. 
For the 1992-1998 period, we can attribute this weak underpricing to the fact that the stock market was 
not well developed and juvenile. While, the impact of the year 2001 (due especially to geopolitical 
tensions) can explain the poor short-term performance of IPO’s in 2002. The second sub-period includes 
the years 1999, 2001 and the period 2005-2008 with higher levels of underpricing. We attribute this to the 
outstanding performance of the Tunisian economy and to the growing interest of international investors to 
the TSE since 2005. 
 
We also compare the frequencies of the firms exhibiting underperformance (positive abnormal returns) 
and those with negative abnormal returns. It appears that for the first day of trading, 91.2% of the 34 
issuing firms were underpriced. For the second and the third day, only 5.9% recorded negative returns. 
 

 
Descriptive Statistics of Independent Variables  

Table 5 reports the characteristics of the main variables used in this study. The retained capital for the 34 
offered shares averages 76.1%, with a minimum of 51.0% and a maximum of 90.0%. Oversubscription 
averages 4.5 for our sample, with a minimum of 0.6 and a maximum of 18.6. These levels are comparable 
to oversubscription rates observed in other developed and emerging markets. In our sample of 34 IPO’s, 
the listing of a firm takes in average 18 days. However, the listing delay varies across IPO’s ranging from 
a minimum of four days to a maximum of 56 days.  
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Table 4: Summary of MAR Characteristics by Introduction Year 
 

Year MAR 1 MAR 2 MAR 3 
1992 0.054 0.082 0.109 
1993 0.002 0.004 0.006 
1994 0.030 0.049 0.078 
1995 0.029 0.047 0.056 
1996 0.009 0.009 0.008 
1997 0.041 0.043 0.047 
1998 0.084 0.103 0.11 
1999 0.239 0.2411 0.268 
2000 - - - 
2001 0.227 0.261 0.312 
2002 0.038 0.036 0.041 
2003 - - - 
2004 - - - 
2005 0.322 0.300 0.291 
2006 0.196 0.194 0.165 
2007 0.305 0.291 0.305 
2008 0.197 0.231 0.197 

Total 0.1607 0.1683 0.1783 
This table shows average short-run underpricing (MAR) by introduction year. The level of MAR is reported over the first three days of listing.  
Source: authors’ calculations. 
 
The average price for Tunisian IPO’s is 15.75 dinars, the minimum offer price is 2.55 dinars and the 
highest price was set to 43 dinars. Professionals consider a price less than five dinars as a low price, 
whereas they consider a share offered above 20 dinars as a high price. The average and the median age of 
firms, which conducted IPO’s in the TSE, are about 22 years. The minimum number of years of operation 
is one year and the maximum is 67 years. It seems also that in recent years, the IPO market attracted well-
established firms with long experience and mature organisations. The average total assets is 27.9 million 
dinars, with a minimum of 0.98 and a maximum of 80.9. Medium size companies dominate our sample 
(half of IPO firms with less than 30 million dinars of total assets). The total funds raised by firms listed in 
the TSE averaged 8.7 million dinars. The minimum gross proceeds amounted 0.75 and the highest capital 
raised 43.6 millions. This relatively small amount of funds raised, compared to other international 
emerging markets, is explained first by the low capitalisation level of IPO candidate companies. Second, 
Tunisian companies are historically bank oriented and they are not enthusiastic about raising funds from 
the market. However, during the last years gross proceeds from IPO’s reached higher levels with more 
than 43 million dinars raised from the market for each of the two IPO’s conducted during the year 2008.  
 
Table 5: Summary of IPO Sample Characteristics 
 

 Mean Median Min. Max. S.D. 
Capret 0,76 0,73 0,51 0,90 0,10 
Over 4,52 3,50 0,61 18,61 4,30 
LDel 18,38 17,00 4,00 56,00 10,51 
LPrice 15,75 15,00 2,55 43,00 8,95 
LAge 21,94 21,50 1,00 67,00 15,58 
FSize* 65 ,3 27,9 0,98 80,9 141,2 
OSize*  8,7 5,5 0,75 43,6 10,2 

Table 5 reports the main descriptive statistics of the variables used as determinants of short run underpricing in Tunisia. Capret is the retained 
capital. Over is the oversubscription ratio, measured by the number of demanded shares over the number of offered shares. LDel, the listing time 
calculated as the natural logarithm of number of days separating the closing of subscriptions and the first day of trading. LPrice calculated as 
the natural logarithm of the offer price by the issuer. LAge is the issuing firm age, we measured it as the natural logarithm of the number of years 
between the year of creation and the IPO. FSize is the firm issuing size measured by the total assets at the end of the year preceding the IPO of 
the issuing firm. OSize is the funds raised measured by the number of offered shares x offer price. 
* In millions of dinars (approximately 1 TND = 0.85 D) 
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In Table 6, we present the correlation matrix of the variables used. Parametric and nonparametric 
correlation matrix show no correlation between the different explanatory variables. 
 
Table 6: Parametric and Non Parametric Correlation Matrix 
 

 Capret Over lDel lPrice lAge FSize OSize 
Capret 1.00 0.20 -0.01 -0.06 -0.19 0.21 -0.09 
Over 0.22 1.00 0.10 -0.23 0.16 0.27 0.26 
LDel -0.09 0.21 1.00 0.23 0.06 -0.15 0.09 
LPrice -0.05          -0.37* 0.33 1.00 0.18 -0.17 -0.09 
LAge -0.08 -0.02 0.04 0.20 1.00 0.06   0.31* 
FSize 0.24 -0.01 -0.26 -0.06 -0.08 1.00 0.23 
OSize -0.12 0.10 0.03 -0.03 0.28 0.27 1.00 

Table 6 shows the parametric test of Pearson (lower part) and nonparametric test of Spearman (upper part) correlation between different 
explanatory variables used in the study.Capret is the retained capital. Over is the oversubscription ratio, measured by the number of demanded 
shares over the number of offered shares. LDel the listing time calculated as the natural logarithm of number of days separating the closing of 
subscriptions and the first day of trading. LPrice calculated as the natural logarithm of the offer price by the issuer. LAge is the issuing firm age, 
we measured it as the natural logarithm of the number of years between the year of creation and the IPO. FSize is the firm issuing size measured 
by the total assets at the end of the year preceding the IPO of the issuing firm. OSize is the funds raised measured by the number of offered shares 
x offer price.*, **, and *** denote statistical significance at the 10%, 5%, and 1% level, respectively. 
 
Findings and Discussion 
 
We regress the initial returns measures on all explanatory variables supposed to influence the IPO 
underpricing. The regression models use the market adjusted returns for the three first days of trading 
( mtMAR ) of all 34 IPO’s. Table 7 presents the results of coefficient estimates. As noted above, we 
consider only the first three days of trading as the underpricing remains relatively flat and stable beyond 
the third trading day. For the different MARs the estimated coefficient are comparable in size, magnitude 
and significance. We therefore focus in the remainder of the paper only on MAR3. 
 
Table 7: Determinants of Short-run Underpricing 
 

 (1)  (2)  (3)  
 MAR1  MAR2  MAR3  
Capret -0.393    (0.0169)** -0.371   (0.0196)** -0.408   (0.0183)** 
UndPS 0.223     (0.0001)*** 0.218     (0.0001)*** 0.206     (0.0010)*** 
Over 0.004 (0.1859) 0.007   (0.0367)** 0.008    (0.0426)** 
LDel 0.102      (0.0062)*** 0.095    (0.0126)** 0.128    (0.0143)** 
LPrice -0.086    (0.0138)** -0.075    (0.0300)** -0.081    (0.0247)** 
LAge -0.021 (0.4222) -0.029 (0.2562) -0.030      (0.2393) 
FSize -0.006 (0.6240) -0.009 (0.4623) -0.012 (0.4024) 
OSize -0.011 (0.5068) -0.008 (0.6407) -0.023 (0.2575) 
cons 0.671 (0.0814) 0.659 (0.0834) 0.911  (0.0402) 
N 34  34  34  
R2 0.7050  0.7074  0.6760  

Table 7 presents regression results of our model. mtMAR is market adjusted initial returns of IPO for t=1, 2 and 3 .It measures the degree of 
short run underpricing over the three first days. Capret is the retained capital. UndPS, dummy variable, it takes one if the underwriter supports 
its own IPO and zero otherwise. Over is the oversubscription ratio, we measured it by the number of demanded shares over the number of offered 
shares. LDel is the listing time calculated as the natural logarithm of number of days separating the closing of subscriptions and the first day of 
trading. LPrice calculated as the natural logarithm of the offer price by the issuer. LAge is the issuing firm age, we measured it as the natural 
logarithm of the number of years between the year of creation and the IPO. FSize is the firm issuing size measured by the total assets at the end 
of the year preceding the IPO of the issuing firm. OSize is the funds raised measured by the number of offered shares x offer price. 
*, **, and *** denote statistical significance at the 10%, 5%, and 1% level, respectively. 
 
The regression results show that retained capital (Capret), underwriter price support (UndPS), listing 
delay (lDel) and offer price (lPrice) are statistically significant and have the expected signs. The estimated 
coefficient for the variable oversubscription rate is positive and statistically significant. The other 
explanatory variables (firm age, firm size and the size of the issue) do not seem to have any impact on the 
level of underpricing.  
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Underpricing is negatively correlated with the share of capital held by the controlling shareholders 
(Capret).This result is consistent with both the “agency costs” and the “signalling hypothesis”. However, 
we privilege the signalling hypothesis channel. In fact, both a high level of informational asymmetry and 
a lack of transparency characterize the Tunisian exchange market. In such circumstances investors lean 
mainly on side signals to assess the true value of the firm. Retaining capital by original owners is thus a 
strong indicator of the future perspectives of the IPO firms. On the other hand, investors often consider 
the fact to diffuse a high proportion of capital among small minority shareholders as a mean to share risks 
(in the future) or to disengage progressively from the firm.  
 
Our results show also a strong evidence for underwriters’ price support. The coefficient estimate of the 
variable (UndPS) is significantly positive at the 1% level. This result is consistent with the findings of 
Schultz and Zaman (1994) on the NYSE, Xu and Wu (2002) on the Shangai stock exchange and Uddin 
(2008) on the Indian stock exchange. The result confirms the widespread view among professionals on 
the existence of price support practices on the TSE. We believe that some brokers use price support 
practices for mainly two reasons. First, their “reputation” on the market as leading successful IPO’s can 
motivate them to practice “price support.” Second, because of the thinness of the Tunisian exchange 
market, underwriters, which act also as brokers gain money from trading activities on the post-IPO 
market. They thus have incentives to support their own IPOs to maximize their potential profit from other 
investors trading.  
 
The demand for the firm’s shares is positively related to the degree of undepricing. We believe that this 
positive coefficient estimate of the variable oversubscription indicates the expectations of potential 
investors on the future short-run performance of the IPO. We argue that the Tunisian market attracts 
investors that participate in the stock exchange only during IPO said to be “ipoers,” motivated only by 
short run profits. They exploit information leakage made by institutional investors or other “strategic 
investors” to subscribe to highly underpriced IPO’s.  
 
The positive sign of listing delay (lDel) is consistent with the findings by Chowdhry and Sherman (1996) 
on the UK market and by Megginson and Tian (2006) on the Chinese market. However, we do not 
advance the same explanation. It is in fact hard to advocate that candidate firm is intendly underpriced 
when listing delays get longer. We support the point of view, which states that underpricing is more likely 
to be unintended. In fact, listing delays lead to increased information leakage about the true value of the 
offered share. Rationed investors looking for short run profits, particularly “ipoers,” will thus try to catch 
up and will add to the buy side pressure on post-IPO trading. This might lead to an overreaction of share 
prices during the first days of listing.  
 
Our findings show a negative relation between offer price (lPrice) and underpricing. This may be 
attributed either to higher demand for low price IPO’s or to the lower uncertainty surrounding IPO’S 
offered at high prices. We tend to support the first explanation as price and oversubscription rate are 
negatively and significantly correlated (-0.37). Besides, subscribers are more likely to be exposed to 
rationing when the offer price is low. This rationing will add to the pressure on the buy side in the post-
IPO trading and will thus lead to an increase in the short run performance of offered shares.  
 
The other explanatory variables included in the regression do not have any impact on the level of 
underpricing. This indicate that age, firm size and the offer size are not used by investors to assess the 
information asymmetry and thus to reduce ex ante uncertainty about the issuing firm.  Differently put, we 
document that Tunisian investors rely mainly on side information (retained capital, underwriter, demand 
level and listing delay) rather than on companies characteristics disclosed on IPO’s prospectus. These 
findings are contradictory to other results on frontier markets. For instance, Gasbarro et al. (2003) find 
that information disclosed in the prospectus, such cash flow and sales, are positively related to the level of 
initial underpricing on a sample of Mauritius IPOs.  We give two explanations to our result. On one hand, 
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we can attribute this to the presence of a high number of “ ipoers” who are only interested in short run 
performance of the share. On the other hand, Tunisian investors seem to be sceptical about the value of 
information disclosed on IPO’s prospectus. In fact, particularly in Tunisia, firms often proceed intensively 
to window dressing before going public.  
 
Robustness Checks 
 
To investigate the robustness of our results, we control the impact of three variables on underpricing : 
namely the participation of institutional investors in IPO’s, the level of price discount and the existence of 
liquidity contracts. Results are presented in Table 8. We note that the direction and significance of the 
coefficient estimates for the basic model remain unchanged.  First, the existence of a liquidity contract is 
unrelated to the level of underpricing. This indicates that providing a protection against market illiquidity 
does not contribute to reduce ex ante uncertainty and hence to lower the amount of the money left on the 
table by issuing firms. Second, the presence of institutional investors does not act as a “certification” of 
the value of the company, which reduces uncertainty and therefore produces a lower level of 
underpricing. Our results are inconsistent with Ljungqvist et al. (2006).  Finally, the level price discount 
set by issuing firms is not associated with the level of underpricing.  
 
Table 8: Robustness Check 
 

 (1)  (2)  (3)  (4)  
 MAR3  MAR3  MAR3  MAR3  

 Capret -0.412 (0.0185)** -0.407 (0.0179)** -0.418 (0.0396)** -0.436 (0.0457)** 
 UndPS 0.211  (0.0004)*** 0.203  (0.0010)*** 0.205  (0.0013)*** 0.210  (0.0006)*** 
 Over 0.009 (0.0265)** 0.0095 (0.0267)** 0.008   (0.0547)* 0.0098  (0.0408)** 
 LDel 0.125 (0.0101)** 0.129 (0.0126)** 0.127 (0.0199)** 0.1233  (0.0166)** 
 LPrice -0.091 (0.0150)** -0.086 (0.0226)** -0.082 (0.0265)** -0.093  (0.0189)** 
 LAge -0.038   (0.1848) -0.031   (0.2226) -0.029   (0.2526) -0.036      (0.2014) 
 FSize -0.009   (0.4906) -0.011   (0.3892) -0.011   (0.4136) -0.008      (0.5275) 
 OSize -0.020   (0.3219) -0.015   (0.5161) -0.024   (0.2807) -0.023      (0.4127) 
 Cliq -0.054   (0.1923)     -0.053      (0.3400) 
 Inst   -0.038    (0.4744)   -0.006      (0.9188) 
 Disprice     -0.022   (0.8644) -0.053      (0.7149) 

cons 0.917  (0.0397) 0.802    (0.0910) 0.94   (0.0791) 0.9731      (0.1123) 
N 34  34  34  34  
R2 0.6944  0.6828  0.6762  0.6959  

Table 8 reports results of four regression models including our three control variables (Cliq, Inst and Disprice). We added respectively Cliq, Inst, 
Disprice in the first, second and third equations. In the fourth equation, we introduced all our control variables. MAR3 is the degree of short run 
underpricing for the third day. Capret is the retained capital. UndPS, dummy variable, it takes one if the underwriter supports its own IPO and 
zero otherwise. Over is the oversubscription ratio, we measured it by the number of demanded shares over the number of offered shares. LDel is 
the listing time calculated as the natural logarithm of number of days separating the closing of subscriptions and the first day of trading. LPrice 
calculated as the natural logarithm of the offer price by the issuer. LAge is the issuing firm age, we measured it as the natural logarithm of the 
number of years between the year of creation and the IPO. FSize is the firm issuing size measured by the total assets at the end of the year 
preceding the IPO of the issuing firm. OSize is the funds raised measured by the number of offered shares x offer price. Cliq is a dummy variable 
taking one if there is a liquidity contract in the IPO and 0 otherwise, Inst is a dummy variable taking one if a quota of IPO is reserved to 
institutional and 0 otherwise and Disprice is the price discount. *, **, and *** denote statistical significance at the 10%, 5%, and 1% level, 
respectively. 
 
To further investigate the extent of our results, we re-estimate our regressions taking into account the 
industry affiliation of the firm. Daily et al. (2005) and Lee et al. (2001) use industry type to distinguish 
between high- and low-technology firms. Clarckson and Merkley (1994) and Gajewski and Gresse (2006) 
account for the risk of the industry. They use a dummy variable to differentiate risky industries (with an 
average beta greater than 1) and less risky industries (with average betas less than 1).  
 
In referring to Tunisian IPOs, it is not possible to test the impact of Hig-tech affiliation on underpricing. 
Among the 34 issuing firms, no one can be classified into such category. We thus consider two other 
specific dummy variables. The first variable (IND) takes one if the issuing firm operates in the 
manufacturing industry and 0 otherwise. These firms have more tangible assets and are easier to assess. 
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They hence display less ex ante uncertainty. The second variable (Finance) takes one for the IPOs made 
by financial institutions and 0 otherwise. Financial IPOs are expected to have less underpricing compared 
with other sectors. They are associated with lower uncertainty about future prospects of the company and 
to a greater transparency in accounting disclosure. 
 
Our results (Table 9) do not exhibit significant difference between financial and non-financial IPOs with 
regard to their performance after listing. This result is consistent with the findings of Firth (1997). Table 9 
indicates that IPO underpricing is less pronounced for firms belonging to the manufacturing sector than 
for firms operating in non-manufacturing activities. This gives evidence to the hypothesis of a better 
assessment of enterprises operating in conventional activities. Firms with low proportion of intangible 
investment to total assets exhibit lesser ex ante uncertainty.  
 
Table 9: Determinants of Underpricing Including Sector Variables 
 

 (1)  (2)  
 MAR3  MAR3  
Capret -0.385    (0.0184)** -0.360    (0.0426)** 
UndPS 0.190    (0.0011)** 0.200    (0.0013)** 
Over 0.006    (0.1503) 0.005    (0.2937) 
LDel 0.122    (0.0331)** 0.135    (0.0108)** 
LPrice -0.092    (0.0150)** -0.090    (0.0175)** 
Ind -0.069    (0.0994)**   
Finance   0.040    (0.5564) 
cons 0.323    (0.0504) 0.227    (0.1305) 
N 34  34  
R2 0.6625  0.6332  

Table 9 presents more investigation on ex-ante uncertainty by introducing sector variables (Ind, Finance). MAR3 is the short run underpricing of 
the third day. Capret is the retained capital. UndPS, dummy variable, it takes one if the underwriter supports its own IPO and zero otherwise. 
Over is the oversubscription ratio, we measured it by the number of demanded shares over the number of offered shares. LDel is the listing time 
calculated as the natural logarithm of number of days separating the closing of subscriptions and the first day of trading. LPrice calculated as 
the natural logarithm of the offer price by the issuer. Ind, is a dummy variable taking one if the IPO was in the Industrial Manufacturing (General 
Manufacturing, Steel, Metal, Chemical, Pharmaceutical) sector and zero otherwise, Finance, is a dummy variable taking one (1) if the IPO was in 
the financial sector (banking and insurance), otherwise is coded zero (0). *, **, and *** denote statistical significance at the 10%, 5%, and 1% 
level, respectively. 
 
CONCLUSION 
 
This paper attempts to analyze the short-run underpricing for a sample of 34 Tunisian IPO’s for the period 
1992-2008. While accounting for the presence of ceiling constraints, we captured the level underpricing 
over the first three days of trading. The initial return is about 17.8% for the third day. However, we 
highlighted varying level underpricing across the years. This underpricing is comparable to other 
international studies, but is different from those of other emerging markets such as the Chinese and Hong 
Kong markets.  
 
We test the relation between the degree of underpricing and a set of exogenous variables hypothesized to 
affect the underpricing. Estimation based on multivariate regression analysis shows that retained capital, 
oversubscription rate, listing delay and offer price, significantly influence the underpricing level of 
Tunisian IPO’s. We report also that irrational investors (Ipoers) who rely on side information and rumours 
to subscribe to potentially “good” IPOs dominate the Tunisian IPO market. Besides, our results find a 
strong evidence of underwriter’s price support.  
 
To further explore the extent of our results, we introduced three control variables: the participation of 
institutional investors to the IPO, the existence of liquidity contracts (two features of the Tunisian market) 
and the level of price discount. None of these variables plays any role in reducing neither the asymmetry 
information nor the uncertainty surrounding IPOs.  
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The results of this study have two policy implications. First, they provide useful information for prospect 
investors (especially international) who are interested in the Tunisian IPO market. Second, they offer 
insights to policy makers and regulator to better understand initial returns and thus to reduce adverse 
impacts of market irregularities and price volatility around listing periods.  
 
This study could be extended in several ways. One might use other proxies for ex ante uncertainty, such 
as taking into account the high-tech features of the issuer. It is also interesting to investigate short-run 
performance using alternative measures of market-adjusted returns. Finally, it is worthy to examine the 
after-market performance of IPOs over longer horizons.  
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ABSTRACT 

 
This paper examines the dividend policy for firms listed on the Taiwan Stock Exchange and test the life 
cycle hypothesis. The sample involves 6031 observations of dividend payments over the 16-year period 
1992-2007. Consistent with the prediction of the life cycle hypothesis, the results indicate that dividend 
payers (cash dividends, stock dividends, or both) are associated with higher profitability, higher asset 
growth rate, and higher market-to-book ratio than non-payers (none dividends). The median return on 
assets (ROA) is 7.03% for dividend payers and -0.93% for non-payers. Similarly, the median 
market-to-book ratio is 1.69 for dividend payers as opposed to 0.80 for non-payers. Moreover, the results 
indicate that stock-dividend payers are associated with higher asset growth rate, but lower ratio of 
retained earnings to total equity than those for cash-dividend payers. In particular, stock-dividend payers 
are associated with higher asset growth rate and lower return on assets, lower retained to total equity 
ratio than those for cash-dividend payers. These results are consistent with the life cycle hypothesis of 
dividend payment in that younger firms with higher growth potential but lower profitability tend to 
distribute more stock dividends than cash dividends. When firms become more mature as characterized by 
lower growth potential but higher profitability tend to distribute more cash dividends as opposed to stock 
dividends. 
 
JEL: G32; G35 
 
KEYWORDS: dividend policy, cash dividend, stock dividend, life cycle hypothesis 
 
INTRODUCTION 
 

ver since Miller and Modigliani (1961) published their pioneering article on dividend policy, 
numerous theoretic and empirical studies have examined this important issue. Empirical evidence 
suggests that a firm’s dividend policy may depend on the stage of the firm’s life cycle. For example, 

younger firms with higher growth opportunities but lower profitability may distribute less cash dividends. 
In contrast, mature firms with higher profitability but lower growth opportunities may distribute more 
cash dividends. The past two decades have witnessed drastic changes in dividend policy among industrial 
firms. Fama and French (2001) report a significant decline in the proportion of United States industrial 
firms that pay cash dividends in the period 1978-99. They note that such changes in dividend policy are 
related to changing characteristics of these publicly traded firms. DeAngelo et al. (2006) propose that 
changes in dividend policy of publicly traded industrial firms in the United States are consistent with the 
prediction of the life cycle hypothesis. 
 
The purpose of this paper is to examine dividend policy for industrial firms listed on the Taiwan Stock 
Exchange over the period 1992-2007. In particular, we examine whether the dividend policy of Taiwan’s 
industrial firms are consistent with the prediction of the life cycle hypothesis. We first examine the pattern 
of dividend payments for industrial firms listed on the Taiwan Stock Exchange over the sample period. 
That is, we examine if there is any change in the proportion between dividend payers and non-payers? 
Moreover, since both stock dividends and cash dividends are quite common for firms listed on the Taiwan 
Stock Exchange, we examine whether dividend payers change their choice between stock dividends and 
cash dividends in the sample period. Finally, we examine whether the choice between stock dividends and 
cash dividends is consistent with the prediction of the life cycle hypothesis.  

E 
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Unlike the United States firms which distributed mainly cash dividends in the past two decades, industrial 
firms listed on the Taiwan Stock Exchange declared more stock dividends than cash dividends especially 
in the early years of 1990s. Moreover, stock dividends appear to be more common than cash dividends for 
firms in the high growth industries such as the electronic industry. One plausible explanation for the 
pattern of more stock dividends than cash dividends is that these firms may be in their youth stage of life 
cycle as characterized by higher growth opportunity. However, the latter part of the sample period has 
witnessed a drastic shift from stock dividends to cash dividends for these firms. In addition, the 
proportion of non-payers has also increased. This change in the dividend policy may be due to the 
situation that these firms were moving toward a more mature stage of life cycle as characterized by lower 
growth opportunity. 
 
To test the validity of the life cycle hypothesis of dividend policy, we examine whether the shift in the 
choice from stock dividends to cash dividends is related to the changing characteristics of listed stocks. 
Alternatively, the shift in dividend policy could be due to the changing propensity of listed stocks to pay 
dividends (e.g., Fama and French, 2001). Thus, we examine whether firms that distribute cash dividends 
are characterized by lower growth opportunity, higher profitability, and large size as compared to those 
that distribute stock dividends. Following DeAngelo et al., 2006, we also examine whether the 
earned/contributed capital mix provides a better explanation of the observed dividend changes. 
 
Our data involve 6031 sample observations from stocks listed on the Taiwan Stock Exchange, ranging 
from 149 industrial firms in 1992 to 619 industrial firms in 2007. Over the sample period 1992-2007, we 
observe a drastic increase in the proportion of dividend non-payers. Moreover, among dividend payers, 
we observe a drastic shift from stock dividends to cash dividends. The proportion of dividend non-payers 
increases from 10.8% in the first half of the sample period to 28.7% in the second half of the sample 
period. Moreover, for dividend payers, the proportion of firms paying stock dividends decreases from 
59.5% in the first half of sample period to 10.6% in the second half of the sample period. In contrast, the 
corresponding ratio increases from 4.4% to 20.0% for cash dividends. When dividend payments are 
measured in terms of dollar amount, the results are comparable. The average stock dividend per share 
decreases by 61% from (New Taiwan Dollar) NT$ 1.30 in the first half of the sample period to NT$ 0.51 
in the second half of the sample period. In contrast, the cash dividend per share increases by 172% from 
NT$ 0.25 to NT$ 0.68 per share. 
 
The results also indicate that dividend payers (cash dividends, stock dividends, or both) are associated 
with higher profitability, higher asset growth rate, and higher market-to-book ratio than non-payers (none 
dividends). The median return on total assets (ROA) is 7.03% for dividend payers and -0.93% for 
non-payers. Similarly, the median market-to-book ratio is 1.69 for dividend payers as opposed to 0.80 for 
non-payers. Moreover, the results indicate that stock-dividend payers are associated with higher asset 
growth rate, but lower profitability as measured by return on total assets as well as lower retained 
earnings to total equity ratio than cash-dividend payers. These results are consistent with the prediction of 
the life cycle hypothesis in that younger firms with higher growth potential but lower profitability tend to 
distribute more stock dividends than cash dividends. When firms become more mature as characterized 
by lower growth potential but higher profitability tend to distribute more cash dividends as opposed to 
stock dividends.  
 
Previous research from the United States financial market documents a declining pattern of cash 
dividends (e.g., Fama and French, 2001). In contrast, our empirical evidence indicates an increasing trend 
of cash dividends but a declining trend for stock dividends in the sample period 1992-2007. Despite the 
difference in empirical evidence between our empirical results and those derived from the United States 
financial market, we argue that the pattern of increasing cash dividends and declining stock dividends in 
the Taiwan stock market is consistent with the prediction of the life cycle hypothesis as suggested in 
DeAngelo et al. (2006), among others. Moreover, our results indicate that the distribution of stock 
dividends and/or cash dividends appears to be affected by the long-term profitability as measured by the 
ratio of retained earnings to total equity, aside from other factors such as the growth opportunity as 
measured by the asset growth rate (△TA/TA) and the short-term profitability as measured by the return 
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on total assets (ROA).  The plan of this paper is as follow. Section 2 provides a review of relevant 
literature. Section 3 describes data and methodology. Section 4 reports empirical results. Section 5 
concludes this paper. 
 
LITERATURE REVIEW 
 
Miller and Modigliani (1961) argue that, in a frictionless market, dividend payout policy is irrelevant and 
that investment policy alone is the only determinant of firm value. In this perfect world, firm value is 
determined by the net present value of cash flows generated by the investment opportunity unique to a 
firm. To keep the investment opportunity fixed, Miller and Modigliani (1961) assume a 100% distribution 
of free cash flow to shareholders in every time period. When the assumptions are relaxed to allow 
retention, DeAngelo and DeAngelo (2006) argue that dividend payout policy matters in exactly the same 
way as investment policy does. They suggest that the maximization of firm value requires the payout 
policy to be optimized. 
 
In the real world, financial managers appear to consider dividend policy as a relevant decision. In a 
survey of 384 financial executives, Brav et al. (2005) report that eighty percent of the financial executives 
believe that dividend payout policy conveys information to market participants. Moreover, financial 
managers appear to make the dividend policy in a conservative way. The survey indicates that 
maintaining the dividend level is of equal importance as investment decisions. For example, 94% of 
dividend payers strongly agree that they try to avoid reducing dividends. And more than two-thirds of 
dividend payers state that the stability of future earnings is an important factor affecting dividend payout 
decisions. For firms that pay no dividends, the financial executives argue that dividend inflexibility make 
them hesitate to pay cash dividends. 
 
The relevance of dividend policy in the real world can be seen from the changing pattern of dividend 
payments in the past decades. Fama and French (2001) report a drastic decline in the proportion of United 
States industrial firms that pay cash dividends in the period 1978-99. They note that both changing firm 
characteristics and low propensity to pay cash dividends are responsible for the declining cash dividends. 
On the one hand, newly listed firms tend to be smaller with lower profitability and stronger growth 
opportunity. These characteristics are typical for firms that never paid cash dividends. On the other hand, 
even after controlling for firm characteristics, firms have become less likely to pay cash dividends across 
all groups ranked by size, profitability, and growth opportunity. 
 
Fama and French (2001), Grullon et al. (2002), DeAngelo and DeAngelo (2006), DeAngelo et al. (2006), 
among others, suggest that dividend policy requires a trade-off between the pros and cons of retention 
versus distribution of corporate earnings. For example, while retention of earnings provides the benefit of 
floatation cost savings in funding investment needs, distribution of earnings minimize potential agency 
costs of free cash flow which is under the discretion of incumbent managers.  
 
The trade-off of retention versus distribution is associated with the life cycle of firms. For firms at their 
younger stages, retention dominates distribution because younger firms are characterized by smaller size, 
lower profitability and stronger growth opportunity. As a result, a smaller portion of earnings is more 
likely to be distributed. For these firms, the benefit of retention outweighs the cost of distribution. In 
contrast, more mature and established firms are more likely to distribute earnings to shareholders. These 
firms are characterized by lower investment opportunity, high profitability, and larger firm size. Hence, 
the cost of retaining earnings (e.g., the agency costs derived from free cash flow) tend to more than offset 
the benefit of floating cost saving. 
 
Although the life cycle of firms tends to be characterized by investment opportunity, profitability and firm 
size, DeAngelo et al. (2006) suggest that the earned/contributed capital mix (i.e., the ratio of retained 
earnings to total equity) provides a better measure of a firm’s life cycle that is relevant to the choice of 
firms’ dividend payments. They propose that the ratio of retained earnings to total equity is a better 
measure of long-term profitability and thus is more relevant to the dividend decision. Their empirical 
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evidence indicates that the proportion of industrial firms that pay cash dividends is significantly related to 
the retained/contributed capital mix even after controlling for the impact of other variables such as firm 
size, profitability, and growth opportunity. 
 
HYPOTHESIS AND METHODOLOGY 
 
The life cycle hypothesis proposes that dividend policy is associated with firms’ life cycle. Younger firms 
with higher growth opportunity but lower profitability tend to retain a larger portion of earnings. For these 
firms, retention dominates distribution because savings from lower flotation costs more than offset the 
benefit of lower agency costs from free cash flow. In contrast, mature firms with lower growth 
opportunity but higher profitability tend to distribute a larger portion of earnings. For these firms, 
distribution dominates retention since the benefits of distribution (e.g., lower agency costs derived from 
free cash flow) outweigh the savings of retention (e.g., lower flotation costs). 
 
In particular the life cycle hypothesis would predict higher profitability for dividend payers (stock 
dividends, cash dividends, or a max of stock and cash dividends) than for non-payers (none dividends). 
According to the regulation, the retained earnings must be sufficient to cover the dividend payments in 
order for firms to distribute dividends (cash dividends or stock dividends). Since retained earnings reflect 
the long-term profitability in the past years, a firm with poor long-term profitability is unable to distribute 
dividends. 
 
Moreover, the life cycle hypothesis would predict higher growth opportunity but lower profitability for 
firms that pay stock dividends than for cash dividends. For firms with higher growth opportunity but 
lower profitability, the demand for capital to implement profitable investment opportunity is higher. Thus, 
the savings from floatation costs may dominate the agency costs from free cash flow. Therefore, these 
firms may tend to distribute stock dividends rather than cash dividends. In contrast, for firms with lower 
growth opportunity but higher profitability, the agency costs from free cash flow may outweigh the costs 
of floating new security. Thus, these firms pay prefer to distribute cash dividends rather than stock 
dividends. 
 
Data and the Summary Statistics of Dividend Payments 
 
The sample includes all non-financial firms listed on the Taiwan Stock Exchange over the 16 years from 
1992 to 2007. The sample period is selected in view of the availability of data. The first year is chosen 
since a relatively smaller number of stocks were listed on the Taiwan Stock Exchange prior to that year. 
The last year is selected since the financial data are made available only until recently. Following 
previous research (e.g., Fama and French (2001), DeAngelo et al. (2006)), we exclude financial firms 
because there firms operate in a highly regulated environment. Moreover, to be included in the sample, a 
firm must have non-missing values on dividends and earnings in the financial database provided by the 
data vendor (i.e., the Taiwan Economic Journal). The values of cash dividends, stock dividends and other 
financial variables are collected for each sample firm. The screening procedure results in sample firms 
ranging from 149 firms in 1992 to 619 firms in 2007 with a total of 6031 sample observations of dividend 
payments. 
 
METHODOLOGY 
 
We first examine whether the pattern of different types of dividend payments among sample firms has 
changed over the sample period. Sample firms are first classified into dividend payers and non-payers. 
Thus, our first objective is to examine whether the proportion of dividend payers and non-payers changes 
over the sample period. For dividend payers, firms may distribute stock dividends only, cash dividends 
only, or distribute a mix of both stock dividends and cash dividends. Thus, for dividend payers, we 
examine whether the proportion of stock dividends, cash dividends, and the mix of stock dividends and 
cash dividends changes in the sample period.  
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We then examine whether firms’ dividend policy is consistent with the prediction of the life cycle 
hypothesis. Firm characteristics are measured via profitability, growth opportunity, and firm size (e.g., 
Fama and French, 2001). We first examine firm characteristics between dividend payers and non-payers. 
According to the life cycle hypothesis, dividend payers should be more profitable than non-payers. 
Moreover, we examine firm characteristics among firms that distribute stock dividends and cash 
dividends. According to the life cycle hypothesis, firms distribute stock dividends should be characterized 
by higher growth opportunity but lower profitability.  
 
Fama and French (2001) note that changing pattern of dividend payments can be due to two potential 
sources. On the one hand, characteristics of newly listed firms may differ from those originally listed on 
the stock exchange. Fama and French (2001) examine the United Stated industrial firms and suggest that 
newly listed firms tend to be smaller with low profitability and strong growth opportunities, which 
provides a partial explanation for the finding of declining cash dividends observed in the United States 
market. On the other hand, characteristics of originally listed firms may change as time progresses over 
the sample period. For example, Fama and French (2001) document a lower propensity of firms to pay 
cash dividends after controlling for the impact of other firm characteristics. 
 
Following Fama and French (2001), we examine whether characteristics of newly listed firms differ from 
those originally listed on the Taiwan Stock Exchange. For convenience, we define newly listed stocks as 
sample firms listed on the Taiwan Stock Exchange within the sample period 1992-2007. In contrast, firms 
listed on the Taiwan Stock Exchange prior to 1992 are referred to as the originally listed stocks. We then 
examine whether firm characteristics of newly listed firms differ from those of the originally listed firms. 
This allows us to examine whether any potential changes in dividend policy are contributed by newly 
listed firms. 
 
Moreover, we examine the propensity of originally listed firms to pay cash/stock dividends over the 
sample period. This allows us to examine whether originally listed firms also change their dividend policy. 
If so, we examine whether the propensity of originally listed stocks to pay dividends is associated with 
changing firm characteristics including profitability, growth opportunity, and firm size.  
 
Aside from firm characteristics such as profitability, growth opportunity, and firm size, DeAngelo et al. 
(2006) document a highly significant relation between the decision to pay dividend and the 
earned/contributed capital mix after controlling for the impact of profitability, growth, and firm size. The 
rationale is that the ratio of retained earnings to total equity provides a long-term measure of profitability, 
which is likely an important factor in affecting a firm’s dividend policy. To examine this possibility, we 
also examine whether the ratio of retained earnings to total equity represents a better measure of a firm’s 
life cycle in affecting the dividend decision. 
 
EMPIRICAL RESULTS 
 
Table 1 and Figure 1 report the distribution of four types of dividend payers over the sample period 
1992-2007. Over the whole sample period, the results indicate that 74.9% of the 6031 sample 
observations belong to dividend payers with the remaining 25.1% belong to non-payers. Of the 74.9% 
observations with dividend payments, stock dividends account for 20.4%, cash dividends 16.9%, and 
those involving a mix of both stock and cash dividends account for 37.6%. 

 
When the whole sample period is divided into two sub-periods where 1992-1997 is the first sub-period 
and 1998-2007 is the second sub-period. The results indicate a drastic change in the proportion of the four 
types of dividend payments as time progresses in the sample period. In particular, the proportion of 
sample firms that pay stock dividends decreases drastically from 59.5% in the first sub-period of 1992-97 
to 10.6% in the second sub-period of 1998-2007. In comparison, the proportion of sample firms that pay 
cash dividends increases from 4.4% in the first sub-period to 20.0% in the second sub-period. Similarly, 
the proportion of sample firms paying a mix of cash and stock dividends increases from 25.3% in the first 
sub-period to 40.7% in the second sub-period. Finally, the proportion for non-payers increases from 
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10.8% in the first sub-period to 28.7% in the second sub-period. Figure 1 plots the trend for the four types 
of dividend payers. The figure indicates a rising trend for the proportion of cash-dividend payers, mixed 
payers, and non-payers, but a downward trend for the stock-dividend payers in the sample period. 
 
Table 1: The Distribution of the Four Types of Dividend Payers over the Sample Period 1992-2007 
 

 All samples Stock dividends Both dividends Cash dividends None dividends 

Year N   n %  n %  n %  n % 

 (1)  (2) (2)/(1) (3) (3)/(1) (4) (4)/(1) (5) (5)/(1) 

1992  149   70 47.0   44 29.5   10  6.7   25 16.8 

1993  146   86 58.9   48 32.9    9  6.2    3  2.1 

1994  190  108 56.8   57 30.0    6  3.2   19 10.0 

1995  218  109 50.0   67 30.7   12  5.5   30 13.8 

1996  242  157 64.9   49 20.2    7  2.9   29 12.0 

1997  267  191 71.5   42 15.7    9  3.4   25  9.4 

1998  282  123 43.6   78 27.7   14  5.0   67 23.8 

1999  322  109 33.9  102 31.7   19  5.9   92 28.6 

2000  371   65 17.5  132 35.6   44 11.9  130 35.0 

2001  432   53 12.3  130 30.1   73 16.9  176 40.7 

2002  509   41  8.1  197 38.7   98 19.3  173 34.0 

2003  537   41  7.6  246 45.8   99 18.4  151 28.1 

2004  576   26  4.5  279 48.4  117 20.3  154 26.7 

2005  580   21  3.6  250 43.1  143 24.7  166 28.6 

2006  591   11  1.9  255 43.1  174 29.4  151 25.5 

2007  619   20  3.2  290 46.8  184 29.7  125 20.2 

1992-1997 1212  721 59.5  307 25.3   53  4.4  131 10.8 

1998-2007 4819  510 10.6 1959 40.7  965 20.0 1385 28.7 

1992-2007 6031 1231 20.4 2266 37.6 1018 16.9 1516 25.1 

This table reports the distribution of four types of dividend-paying samples (stock dividends only, both stock and cash dividends, cash dividends 
only, none dividends) over the sample period 1992-2007. 
 
Alternatively, we may estimate the dollar amount of cash dividends and stock dividends from the three 
types of dividend payers (cash dividends only, stock dividends only, and a mix of both cash and stock 
dividends). The dollar amount of stock dividends is estimated by multiplying the number of shares 
declared as stock dividends by the par value per share, which is NT$10. Similarly, for sample firms 
paying a mix of both cash and stock dividends, the dollar amount of stock dividends is estimated in a 
similar way. The distribution of stock dividends requires a decrease in either the additional paid-in capital 
or the retained earnings or both. Similarly, the declaration of cash dividend requires a decrease in retained 
earnings. Thus, we estimate the dollar amount of stock dividends from the perspective of how much 
retained earnings and/or additional paid-in capital is removed to the capital account. These dollar amounts 
of cash dividends and stock dividends are averaged across sample firms for each year in the sample 
period. 
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Figure 1: The Proportion of the Four Types of Dividend Payers-Sample Period 1992-2007 
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Figure 1 shows the Proportion of the Four Types of Dividend Payers (stock dividends only, cash dividends only, a mix of cash and stock dividends, 
none dividends) over the Sample Period 1992-2007. The horizon axle is the sample period which extends from 1992 to 2007. The vertical axle 
reports the proportion of the four types of dividend payers. 
 
Table 2 reports the results for the dollar amount of cash dividends and stock dividends per share of 
common stock for dividend payers in the sample period. The results indicate that the total dollar amount 
of dividends per share of common stock, which includes both the cash dividends and the stock dividends, 
is NT$1.33 over the whole sample period. Since the par value is NT$10 per share for all listed stocks on 
the Taiwan Stock Exchange, the distribution of dividends amounts to 13.3% of par value for dividend 
payers, of which 5.2% in the form of cash dividends and 8.1% in the form of stock dividends. However, 
the dollar amount of dividends indicates a declining trend in the whole sample period. The total dollar 
amount of dividend decreases by 23% from NT$ 1.55 per share in the first sub-period to NT$1.19 in the 
second sub-period. The major decline in the total dollar amount of dividends comes from the significant 
drop in the dollar amount of stock dividends, which decreases by 61% from NT$1.30 in the first 
sub-period to NT$0.51 in the second sub-period. Moreover, the stock dividends experience a significant 
decline from both sources of pain-in capital and retained earnings. In contrast, the dollar amount of cash 
dividends experiences a significant increase of 172% from NT$0.25 in the first sub-period to NT$0.68 in 
the second sub-period. As a result, the proportion of the dollar amount of stock dividends to the dollar 
amount of total dividends drops from 83.5% in the first sub-period to 45.8% in the second sub-period.  
 
Table 3 reports the aggregate dollar amount of cash dividends and stock dividends per year across all 
dividend payers. The results indicate the aggregate dollar amount for all dividend payers increases from 
NT$116 billion per year in the first sub-period to NT$463 billion per year in the second sub-period. 
However, this increase in aggregate dollar amount of dividends is contributed mainly by the increase in 
the dollar amount of cash dividends. The aggregate dollar amount for cash dividends increases by 13 
times from NT$23.3 billion per year in the first sub-period to NT$330.4 billion per year in the second 
sub-period. In contrast, the aggregate dollar amount for stock dividends increases only by 43% from 
NT$92.9 billion per year in the first sub-period to NT$132.6 billion per year in the second sub-period. 
Thus, consistent with the results in Table 2, the proportion of the aggregate amount for stock dividends to 
that for total dividends drops significantly from 76.3% in the first sub-period to 38.9% in the second 
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sub-period. Figure 2 plots the time trend for the proportion of the dollar amount for stock dividends to 
that for total dividends. 
 
Table 2: The Dollar Amount of Cash Dividends and Stock Dividends per Share over the Sample Period 
1992-2007 
 

Year Cash     

dividends 

Earning 

dividends 

Paid-in capital 

dividends 

Stock 

dividends 

Total 

dividends 

Stock dividend 

ratio (%) 

 (1) (2) (3) (4)=(2)+(3) (5)=(1)+(4) (6)=(4)/(5)*100 

1992   0.35 0.63 0.43 1.07 1.42 75.38 

1993 0.33 0.90 0.49 1.39 1.73 80.69 

1994 0.27 0.88 0.43 1.31 1.58 83.19 

1995 0.27 0.70 0.41 1.10 1.37 80.44 

1996 0.17 0.85 0.47 1.32 1.49 88.79 

1997 0.12 1.00 0.59 1.59 1.71 92.70 

1998 0.25 0.63 0.33 0.96 1.21 79.40 

1999 0.25 0.58 0.29 0.87 1.12 77.52 

2000 0.32 0.48 0.15 0.63 0.95 66.70 

2001 0.34 0.33 0.10 0.43 0.77 56.03 

2002 0.54 0.35 0.07 0.42 0.96 43.66 

2003 0.71 0.39 0.07 0.45 1.16 39.02 

2004 0.88 0.37 0.06 0.43 1.31 32.76 

2005 0.96 0.30 0.03 0.34 1.29 25.94 

2006 1.17 0.25 0.03 0.28 1.45 19.12 

2007 1.38 0.26 0.03 0.30 1.67 17.62 

1992-1997 0.25 0.83 0.47 1.30 1.55 83.53 

1998-2007 0.68 0.39 0.12 0.51 1.19 45.78 

1992-2007 0.52 0.56 0.25 0.81 1.33 59.93 

The table reports the dollar amount (in NT$) of cash dividends and stock dividends per share over the sample period 1992-2007. The dollar 
amount of stock dividends is further divided into two sources: paid-in capital and retained earnings. The stock dividend ratio is the proportion of 
the dollar amount for stock dividends per share to that for the total dividends. 
 
Table 4 reports the median values of firm attributes over the sample period 1992-2007. Columns (3) and 
(4) of Panel A indicate that sample firms experience higher profitability in the first sub-period than that in 
the second sub-period. The median return on assets (ROA) decreases from 6.17% in the first sub-period to 
4.96% in the second sub-period. Similarly, the return on equity (ROE) drops from 7.99% in the first 
sub-period to 6.92% in the second sub-period. Moreover, the sample firms experience higher growth rate 
in the first sub-period than that in the second sub-period. The asset growth rate (△TA/TA) is 12.59% in 
the first sub-period as opposed to 4.72% in the second sub-period. Similarly, the market-to-book ratio of 
2.48 in the first sub-period is about twice the ratio of 1.20 in the second sub-period. 
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Table 3: The Aggregate Dollar Amount of Cash Dividends and Stock Dividends over the Sample Period 
1992-2007 
 

Year Total 

cash 

Total 

earning 

Total paid-in 

capital 

Total 

stock 

Total 

dividends 

Stock dividend 

ratio (%) 

 (1) (2) (3) (4)=(2)+(3) (5)=(1)+(4) (6)=(4)/(5)*100 

1992   23.12  25.24 15.51  40.76  63.87 63.81 

1993   22.30  33.89 19.18  53.07  75.36 70.41 

1994   23.64  53.56 19.51  73.07  96.71 75.56 

1995   26.89  52.86 23.72  76.58 103.47 74.01 

1996   25.28  77.72 40.93 118.66 143.93 82.44 

1997   18.60 134.17 60.77 194.94 213.53 91.29 

1998   60.34  89.98 46.81 136.79 197.13 69.39 

1999   63.89 126.03 55.33 181.36 245.26 73.95 

2000  131.11 111.69 31.02 142.71 273.82 52.12 

2001  110.54  95.85 25.01 120.86 231.40 52.23 

2002  178.01  93.93 21.78 115.71 293.72 39.40 

2003  297.61 129.36 20.99 150.35 447.96 33.56 

2004  458.22 148.83 19.79 168.62 626.85 26.90 

2005  535.06  89.36 13.56 102.92 637.98 16.13 

2006  648.59  78.74 15.65  94.39 742.98 12.70 

2007  820.38 100.16 12.45 112.61 932.99 12.07 

1992-1997   23.30  62.91 29.94  92.85 116.15 76.25 

1998-2007  330.38 106.39 26.24 132.63 463.01 38.85 

1992-2007  215.22  90.09 27.63 117.71 332.94 52.87 

The table reports the aggregate dollar amount (in NT$ billion) of cash dividends and stock dividends for all payers over the sample period 
1992-2007. The stock dividend ratio is the proportion of the aggregate dollar amount for total stock dividends to that for total dividends. 

 
When firm attributes for dividend payers are compared with those for non-payers, Columns (5) and (6) of 
Panel A indicate that dividend payers are associated with higher profitability, higher asset growth rate, 
higher market-to-book ratio. For example, the median return on assets (ROA) is 7.03% for dividend 
payers and -0.93% for non-payers. Similarly, the median market-to-book ratio is 1.69 for dividend payers 
as opposed to 0.80 for non-payers.  
 
When sample observations are classified into originally-listed firms (firms listed on the stock exchange 
throughout the whole sample period) and newly-listed firms (firms newly-listed within the sample period), 
Columns (3) and (4) of Panel B indicate that newly-listed firms are associated with higher profitability, 
higher growth rate, and slightly higher market-to-book ratio. For example, the median return on equity is 
8.98% for the newly-listed firms as opposed to the 5.29% for the originally-listed firms. Similarly, the 
asset growth rate (△TA/TA) is 7.63% for the newly-listed firms as opposed to 4.18% for the 
originally-listed firms. When sample firms are classified by industry into high-tech versus non-high-tech 
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industry (i.e., electronic industry), Columns (5) and (6) of Panel B indicate that high-tech firms are 
associated with higher profitability, higher growth rate, and higher market-to-book ratio.  
 
Figure 2: The Ratio of Stock Dividends to Total Dividends over the Sample Period 1992-2007. 
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The figure displays the ratio of stock dividends to total dividends over the sample period 1992-2007. The solid curve is derived from Table 2 
where the ratio indicates the proportion of the dollar amount for stock dividends per share to that for the total dividends. The dotted curve is 
derived from Table 3 where the ratio indicates the proportion of the aggregate dollar amount for stock dividends to that for the total dividends. 
 
One plausible explanation for the higher profitability of the newly-listed firms is that there firms tend to 
be in the high-tech industry. Table 5 reports the breakdown of sample observations classified by both 
listing time and industry. Column (4) indicates that only 89% (2044 out of 2301 observations) of the 
originally-listed firms belong to the non-high-tech industry. In comparison, 49% (1831 out of 3730 
observations) of the newly-listed firms belong to the high-tech industry. The pattern suggests that firms 
newly listed on the stock exchange within the sample period tend to be in the high-tech industry than 
those originally listed firms. Moreover, the fourth row of Table 5 indicates that 82% (3051 out of 3730 
observations) of the newly-listed observations enter the stock exchange in the second sub-period.  
 
To examine the difference in firm attributes between dividend payers and non-payers, the following 
logistic regressions are estimated: 
 

)/()())(log( 321 TATAROASIZEY ∆+++= βββα          (1) 

)/()()/())(log( 4321 TATAROATERESIZEY ∆++++= ββββα           (2) 

 
The dependent variable (Y) is a dummy variable set to one for dividend payers (including cash dividends 
only, stock dividends only, and a mix of cash and stock dividends) and zero for non-payers. The 
explanatory variables include the logarithm of total assets (log(SIZE)), return on assets ( ROA), retained 
earnings to equity ratio (RE/TE), and total assets growth rate (△TA/TA ). Ordinary Least Squares 
estimates were obtained. The results are presented in Table 6. 
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Table 4: Summary Statistics of Firm Attributes over the Sample Period 1992-2007 
 

Panel A  
Variable Whole Sample First-sub Period Second Sub-period Dividends Payers Non-Payers 

  

 

(1992~2007) 

 

(1992~1997)  

  

 

  (1998~2007)  

 

  

 (1) (2) (3) (4) (5) (6) 

Log(SIZE) 9.76  9.70 9.77  9.77 9.72 

RE/TE 9.69 11.05 9.20 13.41 -7.60 

ROA 5.23  6.17 4.96  7.03 -0.93 

ROE 7.16  7.99 6.92  9.87 -3.47 

NI/Sales 6.03  6.91 5.54  8.38 -3.67 

△TA/TA 6.15 12.59 4.72  9.32 -2.77 

△NI/NI 10.05 10.86 9.86 14.40 -46.27 

MTB 1.42  2.48 1.20  1.69 0.80 

OBS 6031    1212 4819 4515 1516 

Panel B 
 Non-Payers 

 
Originally-Listed 

Firms 
Newly Listed Firms 
 

High-Tech 
Firms 

Non-High-Tech 
Firms 

(1) (6) (7)  (8) (9) (10) 

Log(SIZE)      9.89  9.66    9.73     9.77      9.89 

RE/TE 7.29 11.57 13.38  8.26 7.29 

ROA 4.31  6.05  7.49  4.48 4.31 

ROE 5.29  8.98 10.69  5.90 5.29 

NI/Sales 5.71  6.22  7.12  5.45 5.71 

△TA/TA 4.18  7.63 10.34  4.52 4.18 

△NI/NI 7.80 10.80 14.10  7.80 7.80 

MTB 1.40  1.44  1.72  1.26 1.40 

OBS   2301      3730 2088  3943   2301 
The table reports median values of firm attributes over the sample period 1992-2007. The total sample involves 6031 observations over the 
sample period 1992-2007. Dividend payers include firms that pay cash dividends only, stock dividends only, and a mix of cash and stock 
dividends. Non-payers are the firms that pay neither cash dividends nor stock dividends. Originally-listed firms refer to firms that were listed 
throughout the whole sample period 1992-2007. Newly-listed firms refer to firms that were newly listed within the sample period 1992-2007. 
High-Tech firms refer to firms in the IT industry with non-high-tech firms in other industries. SIZE is measured as the logarithms of total assets, 
log (total asset), where total assets are measured in NT$. RE/TE is the ratio of retained earnings to equity (in %). ROA is the return on total 
assets, measured as the ratio of net income to total assets (in %). ROE is the return on equity (in %). NI/Sales is the ratio of net income to sales 
(in %). △TA/TA is the growth rate of total assets (in %). △NI/NI is the growth rate of net income (in %). MTB is the ratio of market value to 
book value. OBS is the total number of observations. 
 
Table 6 presents whether firm attributes differ between dividend payers (including cash dividends only, 
stock dividends only, and a mix of both cash dividends and stock dividends) and non-payers (none 
dividends) through multivariate logistic regressions. The dependent variable is a dummy variable set to 
one for dividend payers and zero for non-payers.  
 
Table 6a indicates that return on assets (ROA) is significantly higher for dividend payers than that for 
non-payers in each of the 16-year sample period. This result is consistent with the prediction of the life 
cycle hypothesis in that dividend payers are more profitable than non-payers. Moreover, dividend payers 
are associated with higher asset growth rates than non-payers. The regression coefficients associated with 
the asset growth variable, total assets growth rate (△TA/TA), are generally insignificantly positive.  
 
Table 6b reports similar regression results by adding an additional variable, the ratio of retained earnings 
to total equity (RE/TE). The results indicate that this variable is significantly positive in almost each year 
of the sample period. The other profitability variable, ROA, is still significantly positive in most sample 
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years although the t-values become lower than those in Table 6a where the retained earning variable, 
RE/TE is not included. The results support the notion that long-term profitability as measured by the ratio 
of retained earnings to total equity is an important factor in affecting the dividend policy. 
 
Table 5: Classification of Sample Observations by Both time of Listing and Industry 
 

     Groups 1992-1999  2000-2007 1992-2007 

       (1) (2) (3) (4) 

Originally-listed firms    

High-Tech industry 127  130  257 

Non-high-tech industry 1010 1034 2044 

Sub-total 1137 1164 2301 

Newly-list firms    

High-tech industry 191 1640 1831 

Non-high-tech industry 488 1411 1899 

Sub-total 679 3051 3730 

Total 1816 4215 6031 
The table reports the number of observations for sample firms classified by the time of listing as well as by industry. Sample firms are sorted 
according to whether they were listed throughout the whole sample period 1992-2007 (originally-listed) or within the sample period (newly-listed) 
and by industry (high-tech versus non-high-tech) 
 
Table 7 compares firm attributes between firms that distribute stock dividends only and firms that 
distribute cash dividends only via multivariate logistic regressions. The dependent variable is a dummy 
variable set to one for firms paying stock dividends only and zero for firms paying cash dividends only. 
Consistent with the prediction of the life cycle hypothesis, Table 7a indicates that firms paying stock 
dividends only are associated with higher growth rate but lower profitability.  
 
The coefficients associated with the growth variable, △TA/TA, are mostly significantly positive. In 
comparison, the coefficients associated with the profitability measure, ROA, are largely negative. Table 
7b reports similar regression results where the ratio of retained earnings to total equity (RE/TE) is added 
to the explanatory variables. Consistent with the notion in DeAngelo et al. (2006), the results in Table 7b 
indicate that the long-term profitability measure of the earned/contributed capital mix, RE/TE, appear to 
be more significant than the short-term profitability measure of returns on total assets, ROA. The results 
indicate that firms paying stock dividends only are associated with higher asset growth rate, but lower 
long-term profitability as measured by the ratio of retained earnings to total equity. 
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Table 6a:  Multivariate Logistic Regressions For Financial Attributes Between Dividend Payers And 
Non-Payers 
 

 Intercept Log(SIZE) ROA △TA/TA 

1992 
 

5.12 
(0.60) 

-0.53 
(-0.60) 

0.57 
(5.18) ** 

0.00 
(0.12) 

1993 
 

13.30 
(0.47) 

-1.33 
(-0.45) 

1.25 
(2.16) * 

-0.03 
(-0.41) 

1994 
 

-4.59 
(-0.60) 

0.41 
(0.52) 

0.58 
(4.49) ** 

0.01 
(0.23) 

1995 
 

-7.57 
(-0.92) 

0.71 
(0.82) 

0.69 
(5.56) ** 

0.03 
(1.66) 

1996 
 

-20.97 
(-2.74) ** 

2.17 
(2.74) ** 

0.57 
(5.12) ** 

0.01 
(0.76) 

1997 
 

-8.30 
(-1.32) 

0.83 
(1.29) 

0.53 
(4.92) ** 

0.02 
(1.28) 

1998 
 

1.81 
(0.40) 

-0.18 
(-0.39) 

0.50 
(7.32) ** 

0.01 
(0.77) 

1999 
 

-10.77 
(-2.38) * 

1.05 
(2.29) * 

0.50 
(7.70) ** 

0.01 
(0.77) 

2000 
 

-5.61 
(-1.43) 

0.44 
(1.11) 

0.58 
(8.01) ** 

0.05 
(3.51) ** 

2001 
 

-0.43 
(-0.13) 

-0.08 
(-0.25) 

0.79 
(9.16) ** 

0.01 
(0.70) 

2002 
 

-2.85 
(-1.01) 

0.20 
(0.69) 

0.54 
(8.87) ** 

0.03 
( 2.02) * 

2003 
 

-4.02 
(-1.43) 

0.30 
(1.06) 

0.54 
(8.71) ** 

0.04 
( 3.19) ** 

2004 
 

2.24 
(0.71) 

-0.32 
(-0.97) 

0.58 
(9.34) ** 

0.02 
(1.69) 

2005 
 

2.50 
(-0.77) 

0.18 
(0.54) 

0.73 
(9.50) ** 

0.01 
(0.42) 

2006 
 

-9.80 
(-3.40) ** 

0.95 
(3.22) ** 

0.43 
(9.78) ** 

0.00 
(0.21) 

2007 
 

-7.73 
(-2.41) * 

0.69 
(2.11) * 

0.63 
(8.69) ** 

0.01 
(0.92) 

1992-1997 
 

-3.83 
(-0.79) 

0.38 
(0.76) 

0.70 
(6.21) ** 

0.01 
(0.62) 

1998-2007 
 

-3.97 
(-2.77) * 

0.32 
(2.21) 

0.58 
(16.87) ** 

0.02 
(3.84) ** 

1992-2007 
 

-3.92 
(-2.04) 

0.34 
(1.75) 

0.63 
(13.25) ** 

0.01 
(3.00) ** 

The table reports regression results that examine firm attributes between dividend payers and non-payers. The dependent variable (Y) is a dummy 
variable set to one for dividend payers (including cash dividends only, stock dividends only, and a mix of cash and stock dividends) and zero for 
non-payers. The explanatory variables include the logarithm of total assets (log(SIZE)), return on assets ( ROA), and total assets growth rate 
(△TA/TA ). The asterisks * and ** indicate significance of the t-values at the levels of 5 and 1% respectively. 
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Table 6b: Multivariate Logistic Regressions for Financial Attributes between Dividend Payers and 
Non-payers 
 

 Intercept Log(SIZE) RE/TE ROA △TA/TA 
1992 
 

9.67  
(1.07) 

-1.01  
(-1.06) 

0.20  
(2.81)** 

0.34  
(2.34)* 

0.01  
(0.21) 

1993 
 

23.99  
(0.85) 

-2.42  
(-0.82) 

0.24  
(1.45) 

1.06  
(1.58) 

-0.05  
(-0.46) 

1994 
 

4.15  
(0.44) 

-0.50  
(-0.51) 

0.20  
(2.82)** 

0.36  
(2.13)* 

0.02  
(0.52) 

1995 
 

0.73  
(0.08) 

-0.19  
(-0.21) 

0.17  
(2.80)** 

0.48  
(3.25)** 

0.05  
(2.46)* 

1996 
 

-24.60  
(-2.81)** 

2.56 
(2.81)** 

0.30  
(3.48)** 

0.19  
(1.19) 

0.00  
(0.18) 

1997 
 

-5.78  
(-0.75) 

0.57  
(0.74) 

0.40  
(4.25)** 

0.02  
(0.11) 

0.04  
(2.20)* 

1998 
 

1.57  
(0.34) 

-0.15  
(-0.32) 

0.07  
(2.96)** 

0.37  
(4.88)** 

0.02  
(1.23) 

1999 
 

-12.31  
(-2.30)* 

1.20  
(2.22)* 

0.24  
(5.14)** 

0.26  
(2.81)** 

0.02  
(1.06) 

2000 
 

-8.05  
(-1.83) 

0.70  
(1.58) 

0.24  
(4.64)** 

0.29  
(2.95)** 

0.05  
(2.88)** 

2001 
 

-1.42  
(-0.38) 

0.03  
(0.07) 

0.28  
(5.52)** 

0.48  
(4.75)** 

0.00  
(0.04) 

2002 
 

-3.58  
(-1.14) 

0.27  
(0.85) 

0.17  
(5.84)** 

0.31  
(4.21)** 

0.03  
(2.17)* 

2003 
 

-5.86  
(-1.68) 

0.48  
(1.37) 

0.25  
(6.26)** 

0.27  
(3.47)** 

0.03  
(1.60) 

2004 
 

4.39  
(1.18) 

-0.56  
(-1.46) 

0.20 
(5.58)** 

0.36  
(4.44)** 

0.02  
(1.09) 

2005 
 

1.81  
(0.48) 

-0.26  
(-0.68) 

0.23  
(4.87)** 

0.34  
(3.31)** 

0.01  
(0.73) 

2006 
 

-4.80  
(-1.19) 

0.41  
(0.99) 

0.37  
(6.50)** 

0.07  
(0.83) 

0.01  
(0.35) 

2007 
 

0.51  
(0.11) 

-0.15  
(-0.34) 

0.21  
(5.43)** 

0.60  
(4.88)** 

-0.01  
(-0.59) 

1992-1997 
 

1.36  
(0.21) 

-0.16  
(-0.24) 

0.25  
(7.16)** 

0.41  
(2.81)* 

0.01  
(0.80) 

1998-2007 
 

-2.77  
(-1.71) 

0.20  
(1.19) 

0.23  
(9.36)** 

0.33  
(7.59)** 

0.02  
(3.08)* 

1992-2007 
 

-1.22  
(-0.47) 

0.06  
(0.23) 

0.24  
(12.03)** 

0.36  
(6.17)** 

0.01  
(2.39) 

The table reports regression results that examine firm attributes between dividend payers and non-payers.The dependent variable (Y) is a dummy 
variable set to one for dividend payers (including cash dividends only, stock dividends only, and a mix of cash and stock dividends) and zero for 
non-payers. The explanatory variables include the logarithm of total assets (log(SIZE)), retained earnings to equity ratio (RE/TE), return on 
assets (ROA), and total assets growth rate (△TA/TA ). The asterisks * and ** indicate significance of the t-values at the levels of 5 and 1% 
respectively 
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Table 7 a:  Multivariate Logistic Regressions for Financial Attributes between Stock-dividend Payers 
and Cash-dividend Payers 
 

 Intercept Log(SIZE) ROA △TA/TA 

1992 
 

-5.09  
(-0.52) 

0.72  
(0.69) 

-0.01  
(-0.14) 

0.07  
(2.15)* 

1993 
 

1.01 
(0.11) 

0.07  
(0.08) 

-0.03  
(-0.29) 

0.09  
(2.14)* 

1994 
 

5.14  
(0.51) 

-0.21  
(-0.20) 

-0.13  
(-1.41) 

0.07 
(1.67) 

1995 
 

2.55  
(0.31) 

-0.07  
(-0.08) 

-0.08  
(-1.13) 

0.06  
(2.12)* 

1996 
 

-9.41  
(-0.77) 

1.20  
(0.95) 

0.05  
(0.46) 

0.11  
(2.29)* 

1997 
 

-5.27  
(-0.62) 

0.70  
(0.80) 

0.23  
(1.80) 

0.01  
(0.64) 

1998 
 

6.98  
(1.07) 

-0.52  
(-0.80) 

-0.02  
(-0.41) 

0.03  
(1.65) 

1999 
 

1.01 
(0.17) 

0.13  
(0.21) 

-0.23  
(-2.42)* 

0.11  
(3.29)** 

2000 
 

-1.55  
(-0.31) 

0.09  
(0.17) 

-0.01  
(-0.11) 

0.10  
(4.35)** 

2001 
 

-1.15  
(-0.35) 

0.08  
(0.24) 

-0.02  
(-0.35) 

0.05  
(2.28)* 

2002 
 

-4.50  
(-1.21) 

0.47 
(1.25) 

-0.31  
(-3.51)** 

0.06  
(3.33)** 

2003 
 

0.22  
(0.05) 

-0.06  
(-0.15) 

-0.16  
(-2.74)** 

0.04  
(2.53)* 

2004 
 

-2.09  
(-0.40) 

0.14  
(0.26) 

-0.21  
(-3.07)** 

0.04  
(2.90)** 

2005 
 

4.67  
(0.80) 

-0.58  
(-0.96) 

-0.34  
(-3.56)** 

0.07  
(2.74)** 

2006 
 

0.49  
(0.07) 

-0.27  
(-0.40) 

-0.15  
(-1.83) 

0.03  
(1.34) 

2007 
 

1.84  
(0.35) 

-0.32  
(-0.60) 

-0.18  
(-2.38)* 

0.02  
(0.96) 

1992-1997 
 

-1.84  
(-0.81) 

0.40  
(1.78) 

0.00  
(0.08) 

0.07  
(4.79)** 

1998-2007 
 

0.59  
(0.56) 

-0.08  
(-0.81) 

-0.16  
(-4.38)** 

0.06  
(6.04)** 

1992-2007 
 

-0.32  
(-0.30) 

0.10  
(0.82) 

-0.10  
(-2.81)* 

0.06  
(7.84)** 

The table reports regression results that examine firm attributes between stock-dividend payers and cash-dividend payers. The dependent variable 
(Y) is a dummy variable set to one for stock-dividend payers and zero for cash-dividend payers. The explanatory variables include the logarithm 
of total assets (log(SIZE)), return on assets ( ROA), and total assets growth rate (△TA/TA ). The asterisks * and ** indicate significance of the 
t-values at the levels of 5 and 1% respectively. 
 
Table 8 reports the dollar amount of cash dividends and stock dividends for firms classified by both the 
listing time and industry. Panel A reports the difference in the dollar amount of dividends between the 
originally-listed firms and the newly-listed firms.  
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Table 7 b: Multivariate Logistic Regressions for Financial Attributes between Stock-dividend Payers and 
Cash-dividend Payers 
 

 Intercept Log(SIZE) RE/TE ROA △TA/TA 

1992 
 

-5.38  
(-0.55) 

0.74  
(0.72) 

0.05  
(0.57) 

-0.10  
(-0.57) 

0.08  
(2.18)* 

1993 
 

2.01  
(0.21) 

-0.03  
(-0.03) 

0.07  
(0.90) 

-0.14  
(-0.85) 

0.08  
(2.11)* 

1994 
 

7.93  
(0.70) 

-0.51  
(-0.43) 

0.17  
(1.38) 

-0.38  
(-1.77) 

0.07  
(1.70) 

1995 
 

1.97  
(0.24) 

-0.03  
(-0.04) 

0.03  
(0.70) 

-0.12  
(-1.30) 

0.07  
(2.16)* 

1996 
 

-9.49  
(-0.77) 

1.22  
(0.95) 

-0.02  
(-0.26) 

0.07  
(0.52) 

0.11  
(2.28)* 

1997 
 

-8.87  
(-0.88) 

1.16  
(1.12) 

-0.24  
(-3.43)** 

0.61  
(3.25)** 

-0.00  
(-0.08) 

1998 
 

6.89  
(1.00) 

-0.49  
(-0.72) 

-0.10  
(-2.10)* 

0.15  
(1.30) 

0.03  
(1.44) 

1999 
 

2.34  
(0.37) 

0.03  
(0.04) 

-0.09  
(-2.23)* 

-0.12  
(-1.04) 

0.11  
(3.21)** 

2000 
 

0.52  
(0.10) 

-0.11  
(-0.21) 

-0.08  
(-1.85) 

0.10  
(1.07) 

0.09  
(4.20)** 

2001 
 

-1.15  
(-0.33) 

0.11  
(0.30) 

-0.10  
(-2.41)* 

0.12  
(1.59) 

0.05  
(2.27)* 

2002 
 

-3.48  
(-0.91) 

0.40  
(1.04) 

-0.16  
(-2.80)** 

-0.08  
(-0.72) 

0.07  
(3.22)** 

2003 
 

1.37  
(0.34) 

-0.15  
(-0.37) 

-0.12  
(-2.39)* 

-0.01  
(-0.15) 

0.05  
(2.71)** 

2004 
 

-0.77  
(-0.15) 

0.04  
(0.07) 

-0.09  
(-1.72) 

-0.10  
(-1.07) 

0.04  
(2.93)** 

2005 
 

3.83  
(0.64) 

-0.47  
(-0.76) 

-0.09  
(-1.39) 

-0.20  
(-1.51) 

0.08  
(2.80)** 

2006 
 

0.16  
(0.02) 

-0.20  
(-0.29) 

-0.06  
(-1.01) 

-0.09  
(-0.84) 

0.02  
(1.18) 

2007 
 

0.25  
(0.05) 

-0.13  
(-0.25) 

-0.08  
(-2.09)* 

-0.05  
(-0.56) 

0.02  
(0.74) 

1992-1997 
 

-1.97  
(-0.69) 

0.43  
(1.46) 

0.01  
(0.19) 

-0.01  
(-0.06) 

0.07  
(4.39)** 

1998-2007 
 

1.00  
(1.10) 

-0.10  
(-1.17) 

-0.10  
(-11.47)** 

-0.03  
(-0.80) 

0.06  
(5.76)** 

1992-2007 
 

-0.12  
(-0.10) 

0.10  
(0.74) 

-0.06  
(-2.29) 

-0.02  
(-0.39) 

0.06  
(7.37)** 

The table reports regression results that examine firm attributes between stock-dividend payers and cash-dividend payers. The dependent variable 
(Y) is a dummy variable set to one for stock-dividend payers and zero for cash-dividend payers. The explanatory variables include the logarithm 
of total assets (log(SIZE)), retained earnings to equity ratio (RE/TE), return on assets (ROA),  and total assets growth rate (△TA/TA ). The 
asterisks * and ** indicate significance of the t-values at the levels of 5 and 1% respectively. 
 
The results indicate a significant increase in the dollar amount of cash dividends in the first sub-period 
than that in the second sub-period for both the originally listed firms as well as the newly listed firms. For 
the originally listed firms, the cash dividend increases from NT$0.27 per share in the first sub-period to 
NT$0.49 in the second sub-period. For the newly listed firms, the cash dividend increases by a much 
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larger proportion from NT$0.19 in the first sub-period to NT$0.89 per share in the second sub-period. In 
comparison, the dollar amount of stock dividends in the first sub-period is much lower than that in the 
second sub-period for both the originally listed firms as well as the newly listed firms. For originally 
listed firms, the stock dividend decreases from NT$1.03 in the first sub-period to NT$0.22 per share in 
the second sub-period. For newly-listed firms, the stock dividend decreases from NT$1.61 in the first 
sub-period to NT$0.49 in the second sub-period. When newly-listed firms and originally-listed firms are 
compared, the difference indicates that newly-listed firms distribute more cash dividends than 
originally-listed firms in the second sub-period, than in the first sub-period. Similarly, newly listed firms 
distribute more stock dividends than originally-listed firms in the second sub-period.   
 
Table 8: The Dollar Amount of Cash Dividends and Stock Dividends for Firms Classified by Both the 
Listing Time and Industry 
 

Panel A 
 Originally-listed firms Panel A 

(1) 
Newly-listed firms 

(2) 
 

Observations 
Cash 

Dividends  
Stock 

dividends  

Stock 
dividend 

ratio 
Observations 

Cash 
Dividends  

Stock 
dividends  

Stock 
dividend 

ratio 
1992-1999 1137 0.27 1.03 78.61    679 0.19 1.61 88.84 

2000-2007 1164 0.49 0.22 33.95   3051 0.89 0.49 38.37 

1992-2007 2301 0.38 0.62 56.28   3730 0.57 1.01 61.92 

Panel B 

 
Non-high-tech firms 

(4) 
High-Tech firms 

(5) 
1992-1999 1498 0.27 1.04 78.87    318 0.17 1.97 91.53 

2000-2007 2445 0.66 0.25 30.66   1770 0.96 0.69 42.93 

1992-2007 3943 0.46 0.64 54.76   2088 0.56 1.33 67.23 

Panel C 

 
Difference between newly-listed firms and 

originally-listed firms  
(3) = (2)-(1) 

Difference between high-tech firms and 
non-high-tech firms 

(6) = (5)-(4) 
1992-1999  -0.08 0.58  10.23   -0.10 0.93 12.66 
2000-2007  0.40 0.27  4.42  0.30 0.44 12.27 
1992-2007  0.19 0.39  5.64  0.10 0.69 12.47 

The table reports the dollar amount of cash dividends and stock dividends for originally-listed firms versus newly-listed firms (Panel A), and for 
high-tech firms versus non-high-tech firms (Panel B). Panel C represents the difference between originally-listed firms versus newly-listed firms 
and high-tech firms versus non-high-tech firms 
 
Table 9 examines firm attributes between newly-listed firms and originally-listed firms, and between 
high-tech sample firms and non-high-tech sample firms. Panel A1 reports firm attributes between 
newly-listed firms and originally-listed firms via multivariate logistic regressions. The dependent variable 
is a dummy variable set to one for newly-listed firms and zero for originally-listed firms. As expected, the 
results indicate that newly-listed firms are associated with smaller firm size, SIZE, but higher asset 
growth rate, △TA/TA, and higher return on total assets, ROA. When the retained earnings ratio, RE/TE, 
is added into explanatory variables, Panel A2 of Table 9 indicates that only the asset growth variable, 
△TA/TA, remains significantly positive in both sub-periods. Panel B1 reports firm attributes between 
high-tech and non-high-tech sample firms. Similarly, the results indicate that high-tech firms are 
associated with significantly higher asset growth rate, △TA/TA, and higher profitability, ROA. When the 
retained earnings ratio is added, Panel B2 indicates that only the asset growth rate remains significantly 
positive. The above empirical results indicate that firms listed on the Taiwan Stock Exchange are 
associated with higher stock dividend payments in the first sub-period (1992-1997) than in the second 
sub-period (1998-2007). The trend of lower stock dividends appears to reflect the lower growth rate for 
the sample firms in the sample period 1992-2007. The results are consistent with the prediction of the life 
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cycle hypothesis of dividend payments as suggested in Fama and French (2001) and DeAngelo et al 
(2006). However, Baker and Wurgler (2004a, b) suggest an alternative explanation in that firms adjust 
their dividend policy to cater to the market demand. They point out that firms distribute more dividends as 
the dividend premium is higher. That is, firms set their dividends according to the premium paid by the 
investors. Thus, future research regarding to the changing pattern of dividend payments could examine 
this hypothesis. It is likely that the catering theory may provide further insight into the practice of 
dividend payments.   
 
Table 9: Firm Attributes between Newly-listed and Originally-listed Firms, and between High-tech and 
Non-high-tech Firms 
 

 Intercept Log(SIZE) RE/TE ROA △TA/TA 

Panel A 1:  Firm Attributes between Newly-Listed Firms and Originally-Listed Firms (Three Explanatory Variables) 

1992-1999 
 

13.62  
(7.41)** 

-1.53  
(-7.15)** 

 
0.03  
(4.14)** 

0.03  
(7.80)** 

2000-2007 
 

12.65  
(29.90)** 

-1.22  
(-24.82)** 

 
0.04  
(5.35)** 

0.02  
(3.55)** 

1992-2007 
 

13.11  
(15.24)** 

-1.36  
(-12.68)** 

 
0.03  
(6.87)** 

0.03  
(6.76)** 

Panel A 2:  Firm Attributes between Newly-Listed Firms and Originally-Listed Firms (Four Explanatory Variables) 
1992-1999 
 

14.88  
(6.81)** 

-1.67  
(-6.52)** 

0.04  
(3.19)** 

-0.04  
(-2.22) 

0.03  
(8.39)** 

2000-2007 
 

12.98  
(37.57)** 

-1.25  
(-29.43)** 

0.00  
(0.88) 

0.03  
(3.57)** 

0.02  
(3.38)** 

1992-2007 
 

13.87  
(13.53)** 

-1.44  
(-11.15)** 

0.02  
(2.60)* 

-0.00  
(-0.12) 

0.03  
(6.66)** 

Panel B 1:  Firm Attributes between High-Tech and Non-High Tech Firms (Three Explanatory Variables) 
1992-1999 
 

-0.85  
(-0.44) 

-0.21  
(-1.02) 

 
0.08  
(3.75)** 

0.03  
(4.07)** 

2000-2007 
 

-1.28  
(-3.09)* 

0.05  
(2.12) 

 
0.03  
(2.21) 

0.03  
(3.08)* 

1992-2007 
 

-1.06  
(-1.11) 

-0.08  
(-0.74) 

 
0.05  
(3.93)** 

0.03 
(5.11)** 

Panel B 2:  Firm Attributes Between High-Tech and Non-High Tech Firms (Four Explanatory Variables) 
1992-1999 
 

-0.89  
(-0.43) 

-0.21  
(-0.97) 

0.00  
(0.13) 

0.08  
(1.89) 

0.03  
(4.27)** 

2000-2007 
 

-1.10  
(-2.84)* 

0.04  
(1.75) 

0.00  
(0.08) 

0.03  
(1.17) 

0.03  
(2.99)* 

1992-2007 
 

-1.00  
(-0.99) 

-0.09  
(-0.80) 

0.00  
(0.16) 

0.05  
(2.20)* 

0.03  
(5.12)** 

Panel A examines firm attributes between newly-listed and originally-listed firms. The dependent variable is a dummy variable set to one for 
newly-listed firms and zero for originally-listed firms. Panel B examines firm attributes between high tech firms and non-high-tech firms. The 
dependent variable is a dummy variable set to one for high-tech firms and zero for non-high-tech firms. The explanatory variables include 
logarithm of total assets (log( SIZE)), the ratio of retained earnings to total equity (RE/TE), return on total assets (ROA), and total asset growth 
ratio (△TA/TA ). The asterisks * and ** indicate significance of the t-values at the levels of 5 and 1% respectively. 
 
CONCLUSION 
 
This paper examines the dividend policy for firms listed on the Taiwan Stock Exchange and test the life 
cycle hypothesis. The sample involves 6031 observations of dividend payments over the 16-year period 
1992-2007. The results indicate that the dividend-paying types of publicly traded firms change with the 
firm characteristics. The dividend payers (cash dividends, stock dividends, or both) are associated with 
higher profitability, higher asset growth rate, and higher market-to-book ratio than non-payers (none 
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dividends). Consistent with the prediction of life cycle hypothesis, the firms have propensity to pay 
different types of dividend payments in the different life cycle stages. The results indicate that 
stock-dividend payers are associated with higher asset growth rate, but lower ratio of retained earnings to 
total equity than those for cash-dividend payers. In particular, stock-dividend payers are associated with 
higher asset growth rate and lower return on assets, lower retained to total equity ratio than those for 
cash-dividend payers. These results are consistent with the life cycle hypothesis of dividend payment in 
that younger firms with higher growth potential but lower profitability tend to distribute more stock 
dividends than cash dividends. When firms become more mature as characterized by lower growth 
potential but higher profitability tend to distribute more cash dividends as opposed to stock dividends 
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ABSTRACT 
 

This study examined the impact of financial reforms on banks’ organizational performance in Nigeria 
between 1995 and 2004. It specifically determined the effects of policies of interest rates deregulation, 
exchange rate reforms and bank recapitalization on banks performance, and analyzed how banks internal 
characteristics and industry structure affect the performance of Nigerian banks. The study utilized panel 
data econometrics in a pooled regression, where time-series and cross-sectional observations were 
combined and estimated. The result of econometric panel regression analysis confirmed that the effects of 
government policy reforms, bank specific characteristics and industry structure has mixed effects on 
banks profitability level and net interest margin of Nigerian banks. Bank specific characteristics appear 
to have significant positive influence on bank’s profitability and efficiency level, while industry stricture 
variables appeared not to have contributed meaningfully to the profitability and efficiency performance of 
banks in Nigeria 
. 
JEL: Nigeria, Financial Reforms, Banks Performance 
 
KEYWORDS:  F2; G21; E1 
 
INTRODUCTION 
 

oles of bank in the economic process are strategic. It represents the heart of the national economic 
life and the nucleus of the economic survival around which other sectors are tangential. The 
centrality of the banking sector also makes the sector to attract much attention in any reform 

process. Therefore, the adoption of the Structural Adjustment Programme (SAP) in Nigeria in 1986 made 
the banks the centre of the gamut of the reform in the financial sector.  
 
Among the objectives of financial reforms is to build more efficient, robust and deeper financial systems, 
which can support the growth of private sector enterprises (Ajilore 2003). The proponents of financial 
reforms argued that such reform would bring about significant economic benefits through improved bank 
operational efficiency and effectiveness in order to guarantee a more effective mobilization and efficient 
allocation of resources among various economic units. Whether or not bank actually achieves these 
expected performance gains, remain critically an empirical question. If reforms do in fact, lead to 
efficiency gains, then shareholder wealth could be increased. On the other hand, if reforms do not lead to 
the promised positive effects, then reforms may lead to a less profitable and valuable banking industry.  
 
A reading of the literature suggests that the efficiency gains that alleged to accrue to the large and 
growing wave of banking reforms have not been verified. More importantly, signals from the apex bank 
(CBN) indicated that three out of the remaining 25 banks after the recent reform are technically 
distressed. Thus, leading the research community in quandary on whether the industry has followed a path 
of massive restructuring on a misguided belief of efficiency gains or whether the financial regulators and 
operators are lying to the public and shareholders about the effects of their activity on banking 
performance. It is important to address this issue by reconciling data with empirical reality of continued 
reform activity in the Nigerian banking sector. 
 
Moreover, while there are myriads of studies on the effects of reform policy on other sectors of the 
Nigerian economies, there is paucity of studies on the effects of bank reforms on banking performance 
itself in Nigeria. The neglect of this issue is particularly surprising for this sector of Nigerian economy, 

R 
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where the short run real effects of financial reforms have long remained controversial. In addition, the 
adoption of financial reforms has often been postponed, reversed shortly after being implemented or 
partially implemented for fear of recessionary consequences. Indeed, ascertaining the empirical relevance 
of the implications of bank reform on banking operating efficiency for developing economies is an 
important step in assessing the short run costs of overall economic reforms in these economies. More so, 
reforms in the banking sector affect not only the bankers and their customers, it has pervasive impact on 
overall economic activity given the centrality of financial system in the growth process. It is of great 
importance to know if bank reforms actually delivered its benefits to the economy. 
  
More importantly, there is evidence in the literature that financial reforms in Nigeria have affected 
negatively on the overall performance of Nigerian banking system (Ajilore, 2003, CBN 2004, 2006). The 
implication of this evidence on banking system for a fragile and weak financial system in Nigeria is far 
reaching. First, unguided financial liberalization exposes the banks and indeed the economy to excessive 
financial shocks. The recent financial crises in the Asian countries are a case in point. Second, continuous 
reforming the financial system makes the system unstable, planning difficult and indeed creates 
unfriendly operational environment that may affect the efficient operational performance of the banks. 
For instance, the ripples of universal banking introduced in 2001 have not settled before the 
recapitalization exercise was introduced in 2004. Similar reversal and rewriting of rules were noticed in 
the past reforms. Given the under developed nature of financial base of the economy and the dominant 
role the bank  is expected to play in the transition stage of development, the issue deserves attention; 
specific bank   empirical evidence is crucial if any policy inference is to be made based on policy reform 
bank performance hypothesis. 
 
Establishing or refuting the validity of positive effects of reforms on banks performance without taking 
cognizance of the ‘aggregate versus specific bank level’ controversy impedes seriously the policy 
relevance of the inferences from such studies.  However, some studies had attempted to examine the 
effects of financial reforms on banks in other developed country like Japan. Not much work has been 
done in this area to investigate individual bank effect of financial sector reforms in a developing economy 
like Nigeria. Investigating micro effects of bank reforms in Nigeria is a worthwhile challenge, which will 
distinguish this study from any other studies carried out on policy reform- bank performance nexus in any 
developing countries like Nigeria.  
 
Filling these empirical gaps is an invaluable addition to existing empirical evidence on the financial 
management and economics using Nigerian-banking industry as the case study. This is therefore an 
exigent scholarship effort at contributing to, and complementing other scholarly efforts at providing 
empirical foundation for designing appropriate policy strategy to promote and sustain financial 
development growth in a developing economy like Nigeria. To this extent, this study investigated the 
empirical linkage between financial reforms and banks’ operational performance in Nigeria.  Specifically, 
it investigated whether financial reforms have any effect on the operational performance of banks in 
Nigeria.  
 
The rest of the paper proceeds as follows: following this introductory section, section 2 presents the 
review of extant literature in the study area. Section 3 presents data Sources, sampling procedure and 
modeling techniques for the subsequent empirical analysis contained in this study; section 4 presents the 
empirical estimation and analysis of results, while section 5 concludes with summary, conclusion and 
policy recommendations. 

 
REVIEW OF EMPIRICAL LITERATURE 
 
There exist many studies carried out to examine the relationship between financial sector reforms and 
bank performance. Demirguc–Kunt and Detragiache (1998) conducted a study in 53 countries for the 
period of (1980-1995), on financial liberalization and financial fragility. Their findings showed that a 
weak institutional environment makes liberalization more likely to lead to banking crises, specifically in 
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countries where the rule of law is weak, corruption is widespread, the bureaucracy is inefficient and 
contract enforcement mechanisms are ineffective.  
 
McKinnon (1973) in his study discovered that liberalized financial systems experience high volatility of 
nominal interest rates in comparison to controlled ones and especially more so if financial liberalization 
preceded economic stabilization. Consequently, banks are exposed to a greater risk and are therefore more 
vulnerable in the process of performing their financial intermediation functions. He argued further that 
banks develop more interest in adopting high-risk loan portfolio because of the liberalization exercise. 
This is because the entry of more banks into the industry erodes the monopolistic profit as competition 
intensifies thereby reducing the cost of losing a banking license when a bank becomes insolvent. In 
Kharkate (1992) and Sundararajan and Balino (1991), it was established that increased freedom of entry 
into the financial sector resulted in indiscriminate bidding for funds which can raise interest rates to 
exceedingly high levels. 
 
The study by Chete (2002), on financial liberalization, development and fragility drew from the model 
used by Dermiguc – Kunt and Detragiche (1998). It also confirmed the result obtained by Dermiguc-Kunt 
and Detragiache that there is positive correlation between the financial liberalization dummy and the 
probability of a banking crisis, which gives credence to the hypothesis that financial liberalization is a 
cause of banking sector fragility.   
 
Burkett and Vogel (1992) extended Mckinnon’s complementarily hypothesis” to the case where a credit 
constrained firm uses non-capital asset balances (cash, bank, deposits and inflection hedges) as working 
capital, and where the firm’s credit constraint is loosened by increased deposit holdings. The model 
concludes that in such an environment, interest rate liberalization would lead to more productive 
utilization of the capital stock and additional credit –supply effects emphasized by McKinnon (1973) and 
Shaw (1973).  
 
Fischer and Smaoui (1997) conducted a study using a sample of 82 banks from Greece, Indonesia, Korea, 
Malaysia, Mexico, Thailand and Taiwan to identify the characteristics of banks that are most likely to 
cause banking crisis following financial liberalization. To accomplish this objective the authors identify a 
sample of “failed” and “healthy” banks following financial liberalization and then compared their 
financial data at the onset of the process. The study also tried to identify to what extent the quality of the 
loan portfolio and the management and risk-taking practices of banks affect the outcome. The results 
suggest that banks that are more conservative or are more capable of absorbing important macro shocks 
given their capitalization, are the ones that are more likely to remain solvent. The study of Chang and 
Velasco (1998) also confirmed that banks become vulnerable to exogenous shocks and shifts in 
expectations after financial liberalization.  
 
In the study carried out by Ikhide and Alawode (2001), evidence from Nigeria showed that the success or 
failure of a financial sector reform programme depends on, among other factors, the implementation of an 
appropriate sequence of the various policies in the programme package. The study showed that high bank 
insolvency, high inflation and excessively high interest rates have become common phenomena in the 
economy because of financial sector reforms embarked upon. The study uses discriminate analysis to 
demonstrate that the health of banks deteriorates following reforms in Nigeria.  
 
DATA SOURCES, SAMPLING PROCEDURE AND MODELING TECHNIQUES 
 
This study utilized data on identified banks for the periods 1986 to 2004. These data are coalesced 
together to generate a pooled data series. Hence the study is both time series and cross sectional. 
Secondary time series data were collected on the selected banks for the period 1995 and 2004. The sample 
were drawn from all the 51 banks in existence, and listed on the Nigerian Stock Exchange between these 
two (1995 to 2004) years. Data were sourced from the annual returns of these banks to Central bank of 
Nigeria (CBN), and FACTBOOK of Statistics published by the Nigerian Stock Exchange (NSE).  

55



O. T. Olajide et al   IJBFR ♦ Vol. 5 ♦ No. 1 ♦ 2011 
 

The empirical test is concerned with determining the impact of banking sector reforms on organizational 
performance in Nigerian commercial banks. For the purpose two categories of performance measures are 
explored, these are the net interest margin (NIM) and the return on assets (ROA). In addition, three 
classes of explanatory factors are considered; these are banking reform indicators, financial structure 
indicators and banks’ internal characteristics indicators.   A linear equation relating the performance 
measures to a variety of indicators is displayed in equation 1: 
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where Iit represents two alternative performance measures of bank i at time t, with i = 1,…,N; t = 1,…, T; 
c  is a constant term, the Χs are explanatory variables (grouped into  financial reforms variables, bank 
internal variables and measures of financial structure indicators.  j, l and m respectively) and εit is the 
disturbance, with vi capturing the unobserved bank-specific effect and uit the idiosyncratic error. 
Although the primary focus of this study is the relationship between financial reforms and banks 
performance, the inclusion of banks internal variables and financial structure indicators is intended to 
control for cyclical factors that might affect bank performance in Nigeria. 
 
Two measures of performance are used in the study: the net interest margin (NIM) and the return on 
assets (ROA). The NIM variable is defined as the net interest income divided by total assets. ROA is a 
ratio computed by dividing the net income over total assets. NIM and ROA have been used in most 
banks’ performance studies. ROA measures the profit earned per naira of assets and reflects how well 
bank management uses the bank’s real investments resources to generate profits while NIM is focused on 
the profit earned on interest generating activities. 
 
Three indicators of banking sector reforms are considered in our analysis. These are number of banks 
(NBANK), real interest rate (RIR) and nominal effective exchange rate indices (EXR).  The three 
variables respectively captured the impact of financial/banking sector reforms on performance of Nigerian 
banks. This choice is informed by the fact that banking reforms during our period of analysis can be 
categorized under three headings namely;  
 
i) Reform of the financial structure: Generally, policy instruments here are designed to increase 

competition, strengthen the supervisory roles of the regulatory authorities and strengthen public 
sector relationship with the financial sector. Measures undertaken here include granting of 
licenses to more banks, strengthening supervision of banks and a clear definition of the roles of 
the financial sector. 

ii)  Monetary policy reforms: These are policies designed to stabilize the economy in the short run 
and to induce the emergence of a market-oriented financial sector. Such included rationalization 
of credit controls, deregulation of interest rates and a shift from direct to indirect system of 
monetary control. 

iii)  Foreign exchange reforms: previously, the sale and purchase of foreign exchange was rigidly 
controlled using import licenses and the exchange rate was fixed by fiat. This resulted in an 
overvaluation of the naira with its attendant consequences. In order to restore appropriate 
exchange rates, the authorities began the auction sales of foreign exchange to licensed dealers. 

  
Three bank’s characteristics indicators are used as internal determinants of performance. They comprise 
the ratio of equity capital to total assets (CAP), the ratio of bank’s loans to total assets (BLOAN), and the 
log of bank assets (LNSIZE). Bank loans are expected to be the main source of income and are expected 
to have a positive impact on bank performance. Other things constant, the more deposits are transformed 
into loans, the higher the interest margin and profits. However, if a bank needs to increase risk to have a 
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higher loan-to-asset ratio, then profits may decrease. We also expect that the higher the equity-to-asset 
ratio, the lower the need for external funding and therefore higher performance. It is also a sign that well 
capitalized bank face lower costs of going bankrupt and then cost of funding is reduced. The size of the 
bank is also included as an independent variable to account for size related economies and diseconomies 
of scale. In most of the finance literatures, the total assets of the banks are used as a proxy for bank size. 
However, since the other dependent variables in the models such as ROA were deflated by total assets it 
would be appropriate to log total assets before including it in the models. 
 
The financial structure indicators serve to examine how the performance of the banking sector is related 
to the relative development of the banks and stock markets. Relative size (RSIZE) is calculated as the 
ratio of the stock market capitalization to total assets of deposit money banks. In addition, we use stock 
market capitalization divided by GDP (MCAP) as a proxy of financial market development and as a 
measure of the size of the equity market. The size of the banking sector (SBS) is measured by the ratio of 
total assets of the deposit banks to GDP and is intended to measure the importance of bank financing in 
the economy. MCAP and SBS may also indicate the complementarities or substitutability between bank 
and equity market financing. Both variables are expected to influence positively bank performance. 
Following from the foregoing discussion, the estimated form of equation 1 takes the form: 
 
It = βo + β1NBANKt +β2RIRt+β3EXRt+β4 CAPt+β5BLOAN t+β6LNSIZEt +β7 RSIZE t +β8 MCAP+β9SBS +εt         (2) 
 
where: 
 
It  = commercial bank performance indicator measured by net interest margin (NIM) and return on assets 
(ROA) 
 
NBANK  =  Number of Banks (β1 > 0) 
 
RIR = Real Interest Rate (β2 < 0) 
 
EXR = Real Exchange Rate (β3 >0) 
 
CAP = the ratio of equity capital to total assets (β4 >0) 
 
BLOAN = the ratio of bank’s loans to total assets (β5 >0) 
 
LNSIZE = log of bank assets ((β6 >0) 
 
RSIZE = the ratio of the stock market capitalization to total assets of deposit money banks (β7 >0) 
 
MCAP = stock market capitalization divided by GDP (β8 >0) 
 
SBS = the ratio of total assets of the deposit money banks to GDP  (β9 >0) 
εt = error term 
 
EMPIRICAL ESTIMATION AND ANALYSIS OF RESULTS 
 
This section employs panel least square estimation techniques to estimate the impact of financial sector 
reforms on organizational performance in Nigerian banking system.  Section 4.1 begins with the 
investigation of the time series properties of the data set in our systems of equations, this is done by 
carrying out a unit root and cointegration tests on variables of the empirical model, while section 4.2 
presents results from model estimation.  
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Panel Unit Root And Cointegration Results  
 
Before estimating the equations, an examination of the properties of the underlying data was effected. 
Testing for stationarity of the time series was done to ensure that the variables used in the regressions 
were not subject to spurious correlation. For the variables like INSIZE, MCAP, RIR RSIZE and SBS the 
results indicated no presence of a unit root. The unit root test results on the variable ROA, NIM, CAP and 
NBANK, BLOAN, REXCH generally indicated the presence of a unit root. Going by most of the results, 
the variables were transformed by differencing. The unit root test for the transformed variables confirmed 
that they were stationary. Table 1 shows the test results. 
 
 Table 1: Panel Unit Root Tests- (Individual Effects, Individual Linear Trends) 
 

Methods 
  1 2 3 4 

VARIABLES  LLC P-
VALUE 

IPS P-
VALUE 

ADF P-
VALUE 

PP P-
VALUE 

NIM 0 2.74 0.10 -4.32 0.11 32.89 0.10 82.13 0.00 
 1 -11.64 0.00 -0.95 0.17 22.89 0.01 74.52 0.00 
 2 -10.86 0.00 -6.31 0.00 37.64 0.00 91.09 0.00 
ROA 0 -729.69 0.00 -165.21 0.00 552.62 0.00 476.79 0.00 
 1 -4.62 0.00 2.16 0.98 12.72 0.00 11.12 0.00 
 2 -12.36 0.00 -0.50 0.30 68.47 0.21 120.74 0.00 
BLOAN 0 -12.32 0.00 -1.9 0.00 38.25 0.37 69.57 0.11 
 1 -11.64 0.00 0.37 0.64 15.52 0.63 89.82 0.00 
 2 -10.7 0.00 -0.95 0.17 21.66 0.04 116.22 0.00 
CAP 0 -4.78 0.00 0.41 0.66 27.51 0.38 70.45 0.00 
 1 -13.84 0.00 -0.73 0.23 64.57 0.00 117.07 0.00 
 2 9.9E-14 0.50 -1.67 0.05 60.35 0.00 115.54 0.00 
INSIZE 0 -203.17 0.00 -19.69 0.00 50.35 0.08 114.30 0.00 
 1 -80.29 0.00 -6.84 0.00 66.00 0.00 185.01 0.00 
 2 -20.31 0.00 -2.15 0.02 62.31 0.00 194.86 0.00 
MCAP 0 -1522.7 0.00 -424.70 0.00 552.62 0.00 173.28 0.00 
 1 -729.69 0.00 -165.21 0.00 552.62 0.00 476.79 0.00 
NBANKS 0 -4.62 0.00 2.16 0.98 12.72 0.00 11.12 0.00 
 1 -24.43 0.00 -2.99 0.00 152.29 0.00 277.65 0.00 
REXCH 0 -5.30 0.00 0.07 0.53 53.64 0.71 52.27 0.75 
 1 -12.36 0.00 -0.50 0.30 68.47 0.21 120.74 0.00 
 2 -11.30 0.00 0.33 0.63 52.36 0.75 280.08 0.00 
RIR 0 -31.26 0.00 -6.52 0.00 245.3 0.00 159.43 0.00 
RSIZE 0 -8.6 0.00 -7.2 0.00 48.86 0.00 64.49 0.00 
 1 -2.61 0.00 -9.32 0.21 32.78 0.02 72.26 0.00 
SBS 0 1.71 0.97 -19.4 0.53 51.13 0.01 45.21 0.59 

Notes: Table 1 presents the results of unit roots tests of variables of the model. Panels 1 to 4 respectively indicates results from the Levin, Lin and 
Chu (LLC), Im, Pesaran and Shin (IPS), Augmented Dickey Fuller (ADF) and Phillips Peron (PP) test statistics. The null hypothesis (Ho) is that 
there is no unit root, (H1) some do have a unit process. 0, 1 and 2 represent level, first difference and second difference respectively.  
 
One of the ways to deal with I (1) variables is to investigate the cointegration relationship among 
variables. The Pedroni panel cointegration test was conducted. Except for panel variance and panel ADF 
statistics, all of the panel cointegration test statistics developed by Pedroni rejects the null of no 
cointegration at 5 percentage significance level (see Table 2). Since there is a cointegration relationship 
between the variables, the Engle and Granger two-step method can be used. According to Engle and 
Granger (1987), if the variables are cointegrated, the stable long-run relationship can be estimated by 
standard least-squares techniques.  
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Table 2: Pedroni Residual Cointegration Test 
 

Series: Nim Roa Bloan Cap Insize Mcap Nbanks Rexch Rir Rsize Sbs  
Lag selection: Automatic SIC with max lag of 0 to 1  
Newey-West bandwidth selection with Bartlett kernel  
Alternative hypothesis: common AR coefs. (within-dimension) 

    Weighted  
  Statistic Prob. Statistic Prob. 

Panel v-Statistic  0.2775  0.3839  0.0504  0.3984 
Panel rho-Statistic  1.7949  0.0797*  1.7999  0.0790* 
Panel PP-Statistic -5.0714  0.0000*** -5.3626  0.0000*** 
Panel ADF-Statistic -3.3926  0.0013*** -3.6654  0.0005*** 
Alternative hypothesis: individual AR coefs. (between-dimension) 

  Statistic Prob.   
Group rho-Statistic  2.5737  0.0145   
Group PP-Statistic -6.0173  0.0000   
Group ADF-Statistic -3.8703  0.0002   

This table shows the Pedroni Residual Cointegration test results.  ***, ** and * indicate significance at the one, five and ten percent levels 
respectively  
 
Financial Liberalization And Bank Performance: Results From Panel Data Analysis 
 
In what follows, we present the result from panel data estimation of the effects of financial liberalization 
policy and other control variables on two alternative measures of bank performance; viz: Returns on 
Assets (ROA). This is a general measure of profitability of banking operations in the industry, and the Net 
Interest Margin (NIM), which serves to capture the extent of efficiency of financial intermediation roles 
of Nigerian banks. 
  
The generally accepted way of choosing between a fixed and a random effect model is running a 
Hausman test. The Hausman test tests the null hypothesis if the coefficients of the random effects model 
are the same as the ones of fixed effects model. If they are and therefore have an insignificant p-value, 
then it is safe and better to use random-effect models. The Hausman test conducted for the model in this 
study however shows a significant value (at the one percent level) and therefore suggests the use of fixed 
effects. Thus in this context to estimate the coefficients, a panel data analysis with fixed effect models is 
conducted.  Panel 1 and 2 of Table 3 respectively present the results obtained after regressing equations 
for Returns on Assets (ROA) and Net Interest Margin (NIM) as specified in section 3. 
 
The first sets of explanatory variables of the model are those that serve to capture the effects of financial 
liberalization on performance measures in the banking industry. These consist of Number of banks 
(NBANK), real interest rate (RIR) and nominal effective exchange rate indices (EXR).  The three 
variables respectively captured the impact of financial/banking sector reforms on performance of Nigerian 
banks.  
 
The variable NBANK proxy the effects of financial structure reform component of financial 
liberalisation. The major thrust of policy here involves granting of licences to more banks, which is 
generally indicated by the rapid burgeoning of banking firms operating in the banking sector. As indicated 
in equations 1 and 2 respectively, this financial liberalization policy has statistically significant effects on 
the two measures of banks’ performance. The results indicated negative effects of increased number of 
banks on banks profitability (ROA) and a positive effect on intermediation efficiency (NIM) in Nigeria 
banks. A hundred percentage point increase in number of banks reduced profitability of banks by 65% at 
5% significant level and increased efficiency by 841% at 5% significant level. These results seem to 
confirm the realities of the outcomes of financial liberalisation in Nigerian banking industry. While 
reforms of the financial structure lead to increases in the number of banks, the truth remains that most of 
these new banks are marginal and rent seeking banks, the industry still remained dominated by large, well 
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established banks, and hence in general increases in the number of banks did not translate to improved 
profit performance. The positive effect on net interest margin (NIM) is expected apriori. This is implying 
that increased number of banking firms within the industry engendered more competition that offers 
consumers wider choices, which naturally enhanced efficiency in the industry. 
 
Table 3: Determinants of Banks Performance in Nigeria 
 

 Panel 1 Panel 2  
Dependent Variable:  Log(ROA) Log(NIM)  
    
Constant 1.85 -249.85*  
  (-0.04) (-3.66)  
Log(NBANK) -0.65* 8.41*  
  (-6.04) (5.08)  
Log(RIR) -0.31** 7.08*  
  (2.06) (4.22)  
Log(EXR) -0.25 0.85  
 (-0.16) (1.09)  
Log(CAP) -0.03 0.005  
  (-0.4) (0.12)  
Log(BLOAN) 0.52** 0.10  
  (2.5) (0.35)  
Log(INSIZE) 0.13 -0.08  
  (0.51) (-0.42)  
Log(RSIZE) 3.93*** 19.86*  
  (1.99) (8.22)  
Log(MCAP) -2.33** -20.13*  
  (-2.73) (-7.13)  
Log(SBS) -0.52 0.66  
  (-0.63) (1.23)  
Summary Statistics    
Adj. R-Square 0.76 0.95  
Durbin-Watson Statistic 1.91 2.27  
F-Statistic   2.12 49.12  
Prob(F-statistic) 0.02 0.00  

Notes: Panel 1 and 2 respectively presents the results of estimation of equation 2 for the determinants of Profitability and intermediation 
efficiency in Nigerian banks. t-statistics are in brackets, * Indicates significant at the 1% level, ** significant at 5% level and *** significant at 
the 10%level. 
 
The Real Interest Rate (RIR) variable captured the effects of interest rate deregulation component of 
financial liberalisation on measures of bank performance. Regression results from equation 1 indicated a 
statistically significant and negative effect of policy of interest rate deregulation on banks profitability 
performance. As indicated in equation 1, a hundred percentage point increase in real interest rate contracts 
profit performance in Nigerian banks by 31.07 % at 5% level of significance. While this result contradict 
theoretical expectations, it could be explained in the context of the extreme volatility and swings in 
interest rate movements, which created unstable conditions for banks and other allied financial institutions 
during the period. As expected, interest rate deregulation exerts positive and statistically significant 
effects on banks net interest margin, confirming that the policy had improved the efficiency of financial 
intermediation within the industry. A hundred percentage point increase in real interest rate increased 
financial inter mediation efficiency of banks by 708.3% at 5% level of significance.  
 
The nominal exchange rate variable (EXR) was used to account for the foreign exchange rate reforms 
component of the financial liberalisation programme. However results from both the profit and net 
interest margin equations indicated that the variable failed to explain variations in both measures of banks 
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performance, as the variable turns out insignificant in both equations. Although this is not in line with 
apriori expectations, it may find explanations in the fact that during the period under analysis, most banks, 
especially the new generation banks have high preponderance for below the counter dealings in foreign 
exchange transactions for rent seeking purposes. Most of these dealings failed to be reflected in their 
official records to circumvent regulatory sanctions. Three bank’s characteristics indicators are used as 
internal determinants of performance. They comprise the ratio of equity capital to total assets (CAP), the 
ratio of bank’s loans to total assets (BLOAN), and the log of bank assets (LNSIZE).  
 
Contrary to expectations, the bank capital variable turned out insignificant in both the profitability and net 
interest margin models. These outcomes however find plausible explanation within the context of the fact 
that virtually all banks in operation prior to 2005 banking consolidation exercise were grossly 
undercapitalized, and thus making their capital base an insignificant factor in their performance profile. 
As will be expected, bank loans, being the main source of income indicated a positive and statistically 
significant effect on banks profitability performance. A hundred percentage point increase in deposit-loan 
transformation contributes to a 52-percentage point increase in banks profits at 5% level of significance. 
This variable however turned out insignificant in the net interest margin model. The last variable 
considered under the bank internal characteristics variable is Size (LNSIZE). This variable is intended to 
capture size related economies and diseconomies of scale in banks performance. This variable also turned 
out insignificant in both the profitability and bank efficiency model, suggesting that size does not matter 
in banks performance in Nigeria. The last sets of variables considered in the estimated model are financial 
structure indicators that serve to examine how the performance of the banking sector is related to the 
relative development of the banks and stock markets.  
 
The first variable under this category is Relative size (RSIZE) is calculated as the ratio of the stock 
market capitalization to total assets of deposit money banks, thus this variable served to measure the 
relative size of the bank deposit market to the stock market. In line with apriori expectations, the variable 
turned out to be a significant variable in explaining both profitability and efficiency performance in 
Nigerian banks. At 5% level of significance, a one percentage point increase in relative size of the 
banking sector contributed a 39.3% increases in banks profit performance and at 1% level of significance 
contributed 198.6% increases in banks net interest margin efficiency. 
  
The next variable under this category is stock market capitalization (MCAP) which proxy for the effect of 
overall financial sector development on banks performance. The estimation results indicated that the 
variable significantly explained variations in profitability and net interest margin in Nigerian banks. 
However, the direction of causation is negative, which is quite contrary to expectation. The results from 
equation 1 indicated that a one-percentage point increase in the index of financial development contracts 
profit performance in Nigerian banks by 233% at 1% level of significance, while it contracts net interest 
margin by 201% at 1% level of significance, as indicated in equation 2.  
 
The last financial structure variable considered in the model  - the ratio of total assets of the deposit banks 
to GDP (SBS) is intended to measure the importance of bank financing in the economy. It may also 
indicate the complementarities or substitutability between bank and equity market financing. As indicated 
in equations 1 and 2, the variable turned out not to significantly explains variations in banks profitability 
and net interest margin performance. 
 
Information provided by the R2, DW and F - statistics are used to evaluate the statistical reliability of 
estimated equations 1 and equation 2. Results indicated that our model equations are adequate 
representation of the data. The value of R2 adjusted in the profitability model is 0.7686 and 0.9569 for the 
profit and the net interest margin model respectively. This indicated that the regressors included in the 
systems of equations jointly explain about 76% and 95% of variations in profit and net interest margin. 
To test for the overall explanatory power of our model equations, the F - statistic computed for the 
equations showed that estimated parameters are jointly significantly different from zero. This is because 
the calculated F-statistics of 2.12 and 49.12 for the profitability and net interest margin respectively are all 
greater than their corresponding theoretical F-statistic values. This is an indication that our models are 
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adjudged statistically good for forecasting purposes.The Durbin Watson statistics ranges between 1.91 
and 2.27 in all our model equations. These indicate absence of autocorrelation in our analysis. 
 
SUMMARY AND CONCLUSION 
 
This study broadly examined the impact of financial reforms on banks’ organizational performance in 
Nigeria between 1995 and 2004. It specifically determined the effects of policies of interest rates 
deregulation, exchange rate reforms and bank recapitalization on banks performance, and analyzed how 
banks internal characteristics and industry structure affect the performance of Nigerian banks. The result 
of econometric panel regression analysis confirmed that the effects of government policy reforms, bank 
specific characteristics and industry structure has mixed effects on banks profitability level and net 
interest margin of Nigerian banks. Bank specific characteristics appear to have significant positive 
influence on bank’s profitability and efficiency level, while industry stricture variables appeared not to 
have contributed meaningfully to the profitability and efficiency performance of banks in Nigeria. 
 
The major limitation of this study is its limited period of analysis. There is the need to expand the scope 
by investigating the same issue over a wider time frame in order to examine the possibility of a structural 
change in the performance of banks from the period when regulated monetary policies were used and 
when the market determined policies were adopted. Also, the recently introduced recapitalization process 
was not considered as one of the variables used in the model because of the time period selected for the 
study. Effort could be made to include this variable in the estimation of bank reforms and performance in 
Nigerian banking sector.  
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WHICH COUNTRIES ARE THE TARGETS FOR ANTI-
DUMPING FILINGS? 

Sasatra Sudsawasd, National Institute of Development Administration 
 

ABSTRACT 
 
This study examined the relationship between anti-dumping filings and macroeconomic indicators of a 
targeted country.  Focus was placed on trade policy indicators using panel data drawn from 97 countries 
over the period 1995 to 2005.  It was determined that the number of anti-dumping filings decreased with 
a targeted country’s liberal trading regime success.  For (targeted) developed countries, greater overall 
trade-flow expansions and applied tariff reductions for non-agricultural products had a negative impact 
on the number of anti-dumping charges.  On the contrary, trade policies in (targeted) developing 
countries were found to have no significant impact on the decision to file anti-dumping lawsuits by filing 
countries.  
  
JEL: F10; F13 
 
KEYWORDS: Anti-dumping, Trade policy 
 
INTRODUCTION 
 

ince 1980, there has been a substantial increase in the use of administrative protections, especially 
in relation to anti-dumping measures.  The rise in anti-dumping usage has spread from the “major 
four countries,” Australia, Canada, the European Union (EU), and the United States (U.S.), to other 

countries around the world (Prusa, 2005).  Anti-dumping measures have clearly emerged as an important 
trade policy tool among countries. 
 
Trade policy has been commonly viewed as the major policy provoked barrier to trade (Ekanayake and 
Ledgerwood, 2009).  For instance, one of the key explanations for the unprecedented rise in anti-dumping 
use in many countries is the success of the Uruguay Round tariff liberalization (Feinberg and Reynolds, 
2007).  Miranda et al. (1998) suggested that tariff liberalization has been accompanied by the widespread 
use of other administrative protections, including anti-dumping duties, to maintain some level of 
protection for the domestic industry against the surge in import competition. 
 
  Anderson and Schmitt (2003) theoretically revealed that there is a shift from tariff protection to quotas 
and anti-dumping restrictions when tariff liberalization occurs.  However, Sudsawasd (2012) pointed that 
tariff reduction may not necessarily be associated with an increase in the use of anti-dumping measures.  
It is uncertain whether a foreign firm will lower its export price with a lower tariff rate in an import 
country.  If the firm raised its export price since it may possess some market power in the export market, 
then it is less likely for export countries to confront them with an anti-dumping charge.  Conversely, the 
relationship may be ambiguous and is a matter of empirical evidence.  For the empirical studies on this 
subject, Feinberg and Reynolds (2007) and Moore and Zanardi (2008) found that tariff liberalization was 
associated with an increase in anti-dumping petitions, at least for developing countries.  In addition, 
Sudsawasd (2012) found that the effects of tariff liberalization on anti-dumping use varied across world 
regions and developed countries were likely to be more sensitive than developing countries to tariff policy 
change in most world regions. 
 
Despite the large number of existing studies that have investigated the influence of various determinants 
on anti-dumping filings (e.g., Knetter and Prusa, 2003; Aggarwal, 2004; Sadni Jallab et al., 2006; 
Sudsawasd, 2012), studies on the relationship between macroeconomic conditions in targeted countries 

S 
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and the number of anti-dumping petitions charged against them have been relatively scarce (e.g., Prusa 
and Skeath, 2002; Feinberg and Reynolds, 2008).  Especially, there has been scarcity of empirical 
research focusing mainly on the relationship between trade policy in a targeted country and anti-dumping 
filings.  Hence, a departure of this study from the others would be to focus on this relationship across 
countries, if one exists.   
 
Figure 1 illustrates that developed countries have remained the major target of anti-dumping petitions 
(almost 60 percent of the total cases).  The shares of anti-dumping initiations charged against developed 
and developing countries have been widening since 1997.  In Figure 2, the reductions in applied tariff 
rates are observed in both developed and developing, but by a much higher percentage in developing 
countries over the same period.  These stylized facts raise the question as to what extent have 
macroeconomic factors of targeted developed and developing countries triggered the use of anti-dumping 
measures by filing countries. 
 
Figure 1: Share of Anti-dumping Initiations Charged against Developed and Developing Countries 
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This figure shows the trends in the share of anti-dumping initiations charged against (targeted) developed and developing countries during the 
period 1995 to 2005.  The share of developed countries has remained above the share of developing countries.  The data were taken from Chad 
P. Bown (2007)’s the Global Antidumping Database (version 3.0) and based on the set of countries used in this empirical analysis. 
 
Therefore, this study will empirically examine the influence of macroeconomic factors on the two groups 
of targeted countries, developed and developing countries, in relation to the number of anti-dumping 
petitions.  As stated, the focus of this study will be on trade policy in a targeted country.  In addition, this 
study will explore the comparative framework of whether macroeconomic determinants of being a target 
of anti-dumping actions in developed and developing countries are the same.  This will be conducted by 
using unbalanced panel data from 97 countries over the period 1995 to 2005.  Macroeconomic factors 
included in this analysis will include the real exchange rate, economic growth, inflation rate, and number 
of anti-dumping charges against a targeted country in the previous year.  In addition, six alternative trade 
policy indicators will be introduced.  The first three indicators are based on the measure of overall trade 
policy and include total trade share, export share, and import share in the gross domestic product (GDP).  
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The other three measures are based on the measure of overall trade distortion in relative prices and 
include import tariff rates for all products, agricultural products, and non-agricultural products.  The aim 
of the findings is to provide a better understanding of the macroeconomic conditions that lead to an 
increased likelihood of being a target of anti-dumping use.  This information will be useful for 
policymakers and have implications for future trade negotiations. 
 
Figure 2: Average Applied Tariff Rates for All Products 
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This figure shows the trends in the average applied tariff rates for all products during the period 1995 to 2005.  The average applied tariff rates 
have declined significantly in both developed and developing countries during this period.  The data were taken from the World Bank’s World 
Trade Indicators and based on the set of countries used in this empirical analysis. 
 
The paper is organized in the following way.  In the next two sections, the literature review and empirical 
specification are presented.  Then, the data and other empirical issues, including estimation techniques, 
are discussed in the fourth section.  In the fifth section, the econometric results are presented.  Finally, 
concluding remarks are included in the sixth section.  
 
LITERATURE REVIEW 
 
There are two main strands of the economic literature on anti-dumping, as summarized by Moore and 
Zanardi (2008).  For the first strand, the literature focuses on the determinants of anti-dumping initiations 
by filing countries.  For instance, Knetter and Prusa (2003) used data on anti-dumping filings from 
Australia, Canada, the EU, and the U.S. to analyze the filing patterns within these four major countries.  
The link between real exchange rates and anti-dumping filings was shown.  Sadni Jallab et al. (2006) 
found similar results using a smaller sample of the U.S. and the EU.  However, the effect of a change in 
the real exchange rate on anti-dumping usage was greater in the U.S.  In Aggarwar (2004), the dataset 
was expanded to 99 countries over the period 1980 to 2000.  The use of anti-dumping measures was 
found to spread among developing countries not only due to greater tariff liberalization pressures but also 
as many countries would like to create anti-dumping ability to counter the anti-dumping use against them.      
 
The second strand of the literature focuses on the role of foreign retaliation.  Feinberg and Reynolds 
(2007) employed the probit analysis of all World Trade Organization (WTO) members between 1995 and 
2004 and found a positive and significant retaliation effects.  The probability of filing an anti-dumping 
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petition against a country that filed a petition against it in the previous year is 200 percent higher than 
those countries who did not file.  In the subsequent work, Feinberg and Reynolds (2008) focused on the 
role of macroeconomic determinants of anti-dumping actions by the U.S. and revealed that the growing 
number of anti-dumping cases filed against the U.S. exporters was in part explained by retaliation for the 
U.S. trade policy actions.  In general, the findings in both Feinberg and Reynolds (2007) and Feinberg 
and Reynolds (2008) are consistent with those of Prusa and Skeath (2002), in which half of all anti-
dumping patterns were found to follow with strategic motives such as retaliation incentives.  Not only 
foreign retaliation playing a major determinant of a country to be filed with anti-dumping actions, Yuefen 
(2007) provided a broad discussion on other major factors (both external and domestic factors) that can 
influence the likelihood of China being a target of anti-dumping investigation. 
 
These existing literatures clearly suggest that, not only conditions of a filing country influence anti-
dumping usage, but also conditions of a targeted country can be other important determinants of anti-
dumping filing behavior.  The main contribution of this study into the literature is to provide an empirical 
examination to identify macroeconomic conditions in targeted countries that have been found to explain 
anti-dumping usage by filing countries.   
 
EMPIRICAL SPECIFICATION 
 
To examine the macroeconomic determinants of being a target of anti-dumping actions, the number of 
anti-dumping filings charged against a country, this study’s dependent variable, must be clarified.  This 
number is assumed to have a positive relationship with the likelihood of being a target of anti-dumping 
measures.  As stated previously, four variables were identified as the explanatory variables to always be 
included in the model.  These variables are the real effective exchange rate, annual real GDP growth, 
inflation, and the previous year’s number of anti-dumping petitions, as a foreign country under anti-
dumping investigation.  These variables have previously been identified as the important explanatory 
variables determining anti-dumping initiations in a filing country (e.g., Aggarwal, 2004).  
 
There are two criterions for a country to be entitled to file anti-dumping lawsuits.  First, there is the 
evidence of “less than fair value (LTFV),” which is when foreign firms export and set the price below the 
normal price charged in other markets, or below the cost of production plus a normal profit.  Second, 
there is the evidence of “material injury,” in which domestic firms must provide information of dumping 
practices, such as the reduction in import price and increase in import quantity, as well as, the proof of 
consequent damage suffered to the domestic industry from the dumped import products.  The likelihood 
of being a target of anti-dumping use is presumed to have a positive correlation with the probability of 
confronting “LTFV” or “material injury” charges.  
 
Based on the two criterions, Knetter and Prusa (2003) showed that the relationship between the real 
exchange rate and the number of anti-dumping initiations in filing countries was ambiguous.  An 
appreciation in the domestic currency will increase the chance of the material injury.  Since foreign firm’s 
costs (in the domestic currency) fall, the firm may lower its export price.  This is expected to lower the 
profits of the domestic firms.  However, if foreign firms set the relative export price (in the foreign 
currency) higher than other export destinations, then there is a less likely chance of being found guilty of 
less than fair value pricing. 
 
By using a similar principle, the impact of a change in an export country’s real effective exchange rate on 
the probability of being charged with anti-dumping petitions is unclear.  An appreciation of an export 
country’s currency is likely associated with an increase in the export price.  In this case, the likelihood of 
facing anti-dumping charges with a material injury determination would decrease.  On the contrary, a 
foreign firm may lower its export price to maintain its status in the export market.  Under such a 
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circumstance, less than the fair value determination is more likely.  Thus, the overall impact is 
hypothesized to be ambiguous.  
 
For the impact of an export country’s GDP on the number of anti-dumping charges, a country in a 
recession may cut its export price in order to stabilize its excess domestic supply.  In this case, the 
likelihood of the export country facing anti-dumping charge with a less than fair value determination is 
generally increased.  Hence, the effects of GDP growth are hypothesized to be negative.  
 
Inflation in export countries is expected to have a negative impact on the likelihood of being a target of 
anti-dumping filings.  This is because foreign firms likely bear a higher cost of production with the rise in 
inflation, leading to an increased export price.  Hence, the likelihood of material injury and less than fair 
value pricing determinations would decrease.  Finally, the number of anti-dumping initiations charged to 
a country in a year may be influenced by the number in the previous year, in which the relationship was 
hypothesized to be positive. Thus, the base model is the following functional form: 
 

),,,( 1

)()()((?)

−

+−−

= ititititit ADINFLGDPGREERfAD                (1) 
 
where: 
 
ADit = number of anti-dumping initiations against export country i in year t, 
REERit = real effective exchange rate in export country i in year t,  
GDPGi = growth rate of real GDP in export country i in year t, 
INFLit  = inflation rate in export country i in year t, 
ADit-1  = number of anti-dumping charges against export country i in year t-1. 
 
The base model is augmented by introducing a set of trade policy related indicators, as the variables of 
interest.  The relationship between liberalizing trade policy in an export country and the number of anti-
dumping petitions charged was hypothesized to be ambiguous.  When an export country opens up to an 
increase in trade, such as its export penetration, the probability of being charged with the affirmative 
material injury determination would likely increase.  However, retaliation can be one of the factors 
influencing anti-dumping behavior in a filing country.  With a more liberal trading regime (including the 
decreased use of administrative protections), the likelihood of a country to be retaliated against with an 
anti-dumping accusation would decrease.  
 
As suggested by Dean et al. (1994), two approaches can be used to assess the overall effects of trade 
policy.  One is to measure the overall trade policy from trade flows.  The other is to measure the overall 
trade distortion in relative prices.  Thus, six alternative trade policy related indicators are proposed.  
Based on the measure of trade flows, the first three indicators include: 1) Total Trade Share (TRADE), 2) 
Export Share (EXSHARE), and 3) Import Share (IMSHARE).  These indicators are calculated as the share 
in GDP.  Higher indicator values indicate a higher degree of trade liberalization.  
 
The other three indicators are based on the second approach, the measure of distortion in trade prices.  All 
three indicators are export country applied tariff rates, namely, 4) Applied Tariff rate for all products 
(TARIFF-1), including agricultural and non-agricultural products, 5) Applied Tariff rate for agricultural 
products (TARIFF-2), and 6) Applied Tariff rate for non-agricultural products (TARIFF-3).  Since an 
export country applies the tariff rates for all products, agricultural products, and non-agricultural products 
may have different effects on the probability of being a target of anti-dumping lawsuits.  Hence, the 
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impact of each applied tariff rate is evaluated separately.  Note that higher values of applied tariff rates 
denote a lower degree of trade liberalization. 
 
DATA AND EMPIRICAL ISSUES 
 
Anti-dumping initiation data were collected from Bown (2007)’s the Global Antidumping Database 
(version 3.0).  This dataset includes detailed information from the WTO data source.  As pointed by 
Moore and Zanardi (2008), WTO anti-dumping data by reporting country may confront important 
deficiencies of coverage and accuracy.  In Bown’s dataset, anti-dumping data for each country was based 
on primary government sources, in which researchers can trace back to the original source.  All applied 
tariff data included simple average tariff rates provided by the World Bank’s World Trade Indicators.  
Data on other macroeconomic variables were obtained from the IMF’s International Financial Statistics 
2008 and the World Bank’s World Development Indicators 2008 CD-ROMs.  
 
The set of countries in this study includes all countries with at least one anti-dumping initiation filed 
against them during the 1980 to 2005 period determined from the Global Antidumping Database (version 
3.0) dataset.  By choosing the set of countries in this manner, this study can avoid the structural zero 
problem, which could occur with countries that do not have many exports or have no chance of being a 
target of anti-dumping. 
 
Unbalanced panel data was available for 97 countries during the 1995 to 2005 period.  The list of 97 
countries is presented in Appendix A.  Since developed and developing countries may have difference 
experiences with being a target of anti-dumping actions, the sample was divided into developed and 
developing countries following the World Bank classification.  In total, there were 36 developed and 61 
developing countries.  Note that data prior to 1995 were not included in this study due to the 
unavailability of anti-dumping data during those periods. The number of anti-dumping initiations was 
non-negative count data.  The Poisson model and the negative binomial model are commonly used for the 
count model.  In principle, the Poisson model, assuming the equivalence of the expected mean and 
variance of a count variable, takes the form: 
 

βλ itit x=ln                    (2) 
 

and 
 

)exp(]|[]|[ βλ itititititit xxyVarxyE ===                (3) 
 

Where: λ  is the incidence rate or number of events per time period in which anti-dumping initiation 
occurs.  
 
The Poisson model has been criticized on the assumption of the equivalence of the variance and expected 
mean of a count variable.  Alternatively, the negative binomial model relaxes the Poisson assumption and 
allows for an overdispersion structure, in which the variance of the count variable exceeds its mean.  The 
negative binomial model is obtained by generalizing the Poisson model with a conditional mean and 
variance (see, Greene, 2003, and Cameron and Trivedi, 1998). The overdispersion test, based on the Wald 
test, was performed.  The findings indicated the overdispersion structure.  Hence, the negative binomial 
model was suggested.  In addition, the Hausman (1978) specification test was used to test whether the 
fixed effect or random effect error component model specification was suitable.  The Hausman test failed 
to reject the null hypothesis, in which the estimated coefficients between the two estimators were 
statistically indifferent at a one percent level of significance.  For this reason, the negative binomial model 
with random effects is used throughout this study. 
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ECONOMETRIC RESULTS 
 
Estimation results based on the negative binomial model with random effects for all, developed, and 
developing countries are presented in Tables 1 to 3, respectively, in which the incidence rate ratios (IRR) 
associated with the estimated coefficients are reported.  Note that the IRR is the log of the incidence rate 
ratio predicted by the model when one unit of an explanatory variable increases, given that the other 
variables are held constant. 
 
In reference to the pooled data for all targeted countries, the incidence rate ratios derived from the base 
regression were found to indicate that a change in a targeted country’s real effective exchange rate has an 
insignificant impact on the number of anti-dumping charges.  This finding was different from the general 
finding in some earlier studies on the determinants of anti-dumping use in filing countries.  As an 
example, Knetter and Prusa (2003) found a significant positive relationship between the real exchange 
rate and number of anti-dumping filings in the “major four countries.”  More recently, Moore and Zanardi 
(2008) found that an appreciation of the filing country’s exchange rate resulted in an increased probability 
of observing anti-dumping petitions, but only for developed countries. 
 
As expected, a targeted country’s GDP growth and inflation had negative and significant coefficients.  
These findings suggest that as target economy growth increases by a one percentage point, charges of 
anti-dumping cases will decrease by 3.3 percentage points (100*(0.9670-1) = -3.3%).  Likewise, a one 
percentage point increase in the export country’s inflation rate reduces the expected number of anti-
dumping cases being filed by 0.33 percentage points, when the other variables are held constant.  The 
previous year’s number of anti-dumping initiations was found to have a significant and positive effect.  
Note that similar estimated coefficients for the base variables were observed for all model specifications 
presented in Table 1. 
 
Table 1: Negative Binomial Model with Random Effects for the Sample of All Countries 
(Dependent Variable is the Number of Anti-dumping Initiations against a Targeted Country, ADit) 
 

Regression 1 2 3 4 5 6 7 

REERit 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

 
(-0.31) (-0.07) (-0.12) (-0.06) (-0.14) (-0.24) (-0.14) 

GDPGit 0.9670*** 0.9693*** 0.9703*** 0.9683*** 0.9450*** 0.9461*** 0.9449*** 

 
(-3.45) (-3.17) (-3.07) (-3.27) (-3.84) (-3.72) (-3.85) 

INFLit 0.9977** 0.9976** 0.9976** 0.9976** 0.9953* 0.9956* 0.9952* 

 
(-1.88) (-1.96) (-1.96) (-1.96) (-1.80) (-1.72) (-1.8) 

ADit-1 1.0192*** 1.0175*** 1.0169*** 1.0181*** 1.0182*** 1.0192*** 1.0184*** 

 
(3.76) (3.44) (3.31) (3.56) (3.28) (3.46) (3.30) 

TRADEit 
 

0.9957*** 
     

  
(-2.73) 

     IMSHAREit 
  

0.9905*** 
    

   
(-2.93) 

    EXSHAREit 
   

0.9927** 
   

    
(-2.43) 

   TARIFF-1it 
    

1.0208 
  

     
(1.57) 

  TARIFF-2it 
     

1.0066 
 

      
(1.46) 

 TARIFF-3it 
      

1.0176 

       
(1.35) 

                
No. of obs. 984 977 977 977 624 624 624 
No. of group 97 97 97 97 96 96 96 
Wald chi2 22.77*** 30.79*** 32.07*** 29.12*** 27.74*** 26.67*** 26.96*** 

Table 1 shows the empirical results of the model of being a target of anti-dumping filings for the set of all countries.  Estimated coefficients are 
reported as “incidence rate ratios.”  Figures in parentheses are t-statistics values.  ***, **, and * indicate 1%, 5%, 10% significant levels, 
respectively. 
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For the relationship between trade policy and the probability that a country would be accused of anti-
dumping behavior, the estimation results were found to be quite remarkable.  First, the estimated 
coefficients of all trade policy indicators based on the measure of overall trade flows (TRADE, 
EXSHARE, and IMSHARE) were significant and negative.  This finding suggests that trade liberalization 
policy (including less anti-dumping use) of an export country resulting in higher values of trade flows can 
reduce the likelihood of being charged with anti-dumping petitions.  This reinforces the viewpoint that 
retaliation may be one of the motives contributing to the higher use of anti-dumping petitions over the last 
decade. 
 
In analyzing trade policy indicators in relation to tariff policy (TARIFF-1, TARIFF-2, and TARIFF-3), it 
was interesting to observe that tariff policy was not found to be a key determinant of being anti-dumping 
use targets.  Hence, tariff liberalization in all export countries in the sample had no influence on the 
decision to file anti-dumping lawsuits.  
 
Regarding to the pooled data for developed countries, the estimated coefficients for inflation and the 
previous year’s number of anti-dumping charges were found to be similar to those from the sample of all 
countries.  With few exceptions, the coefficient on the export country’s GDP growth turned insignificant; 
whereas, the coefficient on the export country real exchange rate was now significant and had a positive 
sign in the base specification.  This finding indicates that developed countries with stronger currencies are 
more likely to cut export prices to save their export markets.  This finding is consistently associated with 
the higher incidence of the country in facing anti-dumping charges. 
 
Table 2: Negative Binomial Model with Random Effects for the Sample of Developed Countries 
(Dependent Variable Is the Number of Anti-Dumping Initiations against a Targeted Country, ADit) 
 

Regression 8 9 10 11 12 13 14 

REERit 1.0012* 1.0018** 1.0018** 1.0018** 1.0003 1.0005 1.0006 

 
(1.68) (2.45) (2.45) (2.40) (0.46) (0.56) (0.87) 

GDPGit 0.9791 1.0031 1.0052 1.0002 0.9782 0.9798 0.9766 

 
(-0.92) (0.14) (0.24) (0.01) (-0.61) (-0.57) (-0.7) 

INFLit 0.9605** 0.9564** 0.9552** 0.9576** 0.9179*** 0.9239** 0.9115*** 

 
(-2.16) (-2.45) (-2.51) (-2.39) (-2.62) (-2.39) (-2.84) 

ADit-1 1.0310** 1.0192* 1.0190* 1.0199* 1.0544*** 1.0563*** 1.0521*** 

 
(2.53) (1.71) (1.69) (1.76) (3.45) (3.55) (3.25) 

TRADEit 
 

0.9936*** 
     

  
(-3.28) 

     IMSHAREit 
  

0.9868*** 
    

   
(-3.29) 

    EXSHAREit 
   

0.9882*** 
   

    
(-3.18) 

   TARIFF-1it 
    

1.0698 
  

     
(1.63) 

  TARIFF-2it 
     

1.0062 
 

      
(0.60) 

 TARIFF-3it 
      

1.1005** 

       
(1.98) 

                
No. of obs. 370 367 367 367 273 273 273 
No. of group 36 36 36 36 35 35 35 
Wald chi2 33.87*** 43.89*** 44.37*** 42.98*** 37.77*** 35.51*** 41.20*** 

Table 2 shows the empirical results of the model of being a target of anti-dumping filings for the set of developed countries.  Estimated 
coefficients are reported as “incidence rate ratios.”  Figures in parentheses are t-statistics.  ***, **, and * indicate 1%, 5%, 10% significant 
levels, respectively. 
 

72



The International Journal of Business and Finance Research ♦ Volume 5 ♦ Number 1 ♦ 2011 
 

The estimated coefficients for export share, import share, and total trade share were consistent with those 
from the sample of all countries, in which they were negative and significant.  It is interesting to note that 
only a change in the applied tariff rate for non-agricultural products (TARIFF-3) had a significant impact 
on the likelihood of being anti-dumping use targets at the 5% level of significance.  For targeted countries 
in the developed world, a one percentage point lower in applied tariff rate for non-agricultural products 
was found to be associated with 10 percentage points reduction in the expected number of anti-dumping 
lawsuits that the country would be facing.  In contrast, the coefficients for applied tariff rates for all 
products (TARIFF-1) and for agricultural products (TARIFF-2) remained insignificant.  
 
Table 3: Negative Binomial Model with Random Effects for the Sample of Developing Countries 
(Dependent Variable Is the Number of Anti-Dumping Initiations against a Targeted Country, Adit) 
 

Regression 15 16 17 18 19 20 21 

REERit 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

 
(-0.34) (-0.23) (-0.20) (-0.30) (0.11) (-0.14) (0.12) 

GDPGit 0.9692*** 0.9692*** 0.9697*** 0.9690*** 0.9432*** 0.9431*** 0.9432** 

 
(-2.88) (-2.86) (-2.81) (-2.88) (-3.61) (-3.6) (-3.62) 

INFLit 0.9980* 0.9979* 0.9979* 0.9980* 0.9957* 0.9955* 0.9956* 

 
(-1.69) (-1.72) (-1.74) (-1.69) (-1.75) (-1.78) (-1.76) 

ADit-1 1.0117* 1.0117* 1.0112* 1.0118* 1.0102 1.0101 1.0100 

 
(1.81) (1.81) (1.74) (1.83) (1.50) (1.43) (1.47) 

TRADEit 
 

0.9981 
     

  
(-0.61) 

     IMSHAREit 
  

0.9935 
    

   
(-0.99) 

    EXSHAREit 
   

0.9988 
   

    
(-0.21) 

   TARIFF-1it 
    

1.0201 
  

     
(1.28) 

  TARIFF-2it 
     

1.0000 
 

      
(-0.00) 

 TARIFF-3it 
      

1.0205 

       
(1.38) 

                
No. of obs. 614 610 610 610 351 351 351 
No. of group 61 61 61 61 61 61 61 
Wald chi2 10.67** 11.04* 11.71** 10.73* 17.07*** 15.09** 17.34*** 

Table 3 shows the empirical results of the model of being a target of anti-dumping filings for the set of developing countries. Estimated 
coefficients are reported as “incidence rate ratios.”  Figures in parentheses are t-statistics.  ***, **, and * indicate 1%, 5%, 10% significant 
levels, respectively. 
 

The findings for developing countries suggested that, as an economy in export countries growth, it had a 
significant and negative impact on the likelihood of being a target of anti-dumping petitions.  For all 
specifications, the coefficient of the export country’s real effective exchange rate was insignificant.  An 
increase in the export country’s inflation rate reduced the probability of being filed for anti-dumping 
lawsuits; whereas, the coefficient for the previous year’s number of anti-dumping cases in countries that 
had been victimized had positive impact.  However, the impact was barely significant at the 10 percent 
level and turned to insignificance when the applied tariff rates were added into the base regression.  
Finally, turning to the coefficients of the six trade policy indicators, all of them were found to be 
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insignificant.  Hence, this finding suggests that trade policy changes for export countries do not motivate 
an anti-dumping use by filing countries.  
  
CONCLUSION 
 
The aim of this study was to empirically examine the relationship between anti-dumping filings and the 
macroeconomic factors of a targeted country with the focus on trade policy.  The analysis was based on 
the econometric model of anti-dumping filings using unbalanced panel data from 97 countries over the 
period 1995 to 2005.  For the target in developed countries, the number of anti-dumping petitions was 
found to decrease with an increase in success in a country’s liberal trading regime.  All trade policy 
indicators closely related with trade-flow expansion had a significant negative impact on the number of 
anti-dumping charges; whereas, for tariff policy indicators, only a reduction in applied tariffs for non-
agricultural products was found to have a positive impact on anti-dumping filings.  On the contrary, for 
the target in developing countries, all trade policy indicators turned out to have no influence on the 
decision to file anti-dumping lawsuits by a filing country.  Only growth in GDP and the inflation rate 
appeared to have a robust and significant negative impact on the number of anti-dumping filings. 
 
The evidence presented in this study reinforces the viewpoint that policymakers, at least for those targets 
in developed countries, should emphasize and place more focus on liberalizing trade policy that leads to 
real trade-flow expansion.  In this case, import sectors and domestic consumers will enjoy cheaper prices 
of import goods and services, while export sectors will gain from trade expansion that arises from a 
decreased use of trade protection measures against them.  As a result, a country, as a whole, will benefit 
from trade liberalization and, perhaps, be willing to integrate into the world trading system. 
 
This study serves as one of the first attempts to provide empirical evidence for macroeconomic 
determinants of being a targeted country of anti-dumping petitions.  There remains work to be done.  In 
particular, further studies on more industry-specific analysis will provide better insight on what 
conditions determine the likelihood of a targeted industry to be filed with anti-dumping charges.  
 
APPENDIX 

 
Appendix A: List of 97 countries included in the analysis 
 
Albania, Algeria, Argentina, Armenia, Australia, Austria, Azerbaijan, Bahrain, Bangladesh, Belarus, 
Belgium, Bolivia, Brazil, Bulgaria, Canada, Chile, China, Colombia, Costa Rica, Côte d'Ivoire, Croatia, 
Cyprus, Czech Republic, Denmark, Ecuador, Egypt, El Salvador, Estonia, Finland, France, Georgia, 
Germany, Greece, Guatemala, Hong Kong, Hungary, India, Indonesia, Iran, Ireland, Israel, Italy, Japan, 
Kazakhstan, Kenya, Kuwait, Kyrgyzstan, Latvia, Libya, Lithuania, Luxembourg, Macao, Macedonia, 
Malawi, Malaysia, Mexico, Moldova, Mozambique, Nepal, Netherlands, New Zealand, Nigeria, Norway, 
Oman, Pakistan, Panama, Paraguay, Peru, Philippines, Poland, Portugal, Qatar, Romania, Russia, Saudi 
Arabia, Serbia , Singapore, Slovakia, Slovenia, South Africa, South Korea, Spain, Sri Lanka, Sweden, 
Switzerland, Tajikistan, Thailand, Trinidad and Tobago, Tunisia, Turkey, Ukraine, United Kingdom, 
Uruguay, USA, Venezuela, Vietnam, Zimbabwe 
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THE RELATIONSHIP BETWEEN THE UNITED STATES 
AND VIETNAM STOCK MARKETS 
Luu Tien Thuan, Chung Yuan Christian University, Taiwan 

ABSTRACT 
 
This paper uses the Generalized Autoregressive Conditional Heteroscedasticity - Autogressive Moving 
Average (GARCH-ARMA) and the Exponentially General Autoregressive Conditional Heteroscedasticity- 
Autogressive Moving Average (EGARCH-ARMA) models to examine the relationship between United 
States and Vietnam stock markets. The paper analyzes 1,483 daily observations from 2003-2009. The study 
finds that the U.S. market has a positive and significant influence on the Vietnam market.  Specifically, the 
S&P 500 Index has a positive and strong significant influence to the VN-Index return in recent years. 
However, there is no evidence of a volatility effect of the S&P 500 Index on the VN-Index. To support the 
initial findings, the study performs robustness tests to examine the effect of Dow Jones Index on the 
VN-Index return and shows similar results. Not only do these findings provide additional evidence that 
Vietnam is a viable market economy but also indicates that  fund managers’ should consider movement of 
the U.S. stock market before making Vietnam investment decisions.  
 
JEL: E50, G1 
 
KEYWORDS: Index, stock market, volatility effect. 
 
INTRODUCTION 
 

n recent years, financial markets in both developed and developing countries experienced liberalized 
capital movement, financial reform, and advances in information technologies. These changes have 
increased the interaction between domestic markets to other markets in the world. In particular, the 

linkage between stock markets has increased rapidly. Many studies have found that the U.S. stock market 
has strong influence on other stock markets.  However, until now there is no official research to examine the 
influence of the U.S. stock market (like S&P 500 and Dow Jones Indices) on the Vietnam stock market 
(VN-Index). Market analysts frequently try to explain the movement of the Vietnam stock market 
(VN-Index) in the financial news in relation to movement in the U.S. stock market. Statements such as 
“VN-Index declines…after the plunge by Wall Street” and “VN-Index is up…due to the soar of Dow” are 
quite common. Those claims seem to suggest that the U.S. stock market transmits its influence to the stock 
market in Vietnam. There is a need to study this effect in order to answer the question: How does the U.S. 
stock market influence the Vietnam stock market?  
 
This empirical study investigates the effect of a mature stock market on an infant stock market; specifically 
it examines the influence of the S&P 500 and Dow Jones Indices on VN-Index with special focus on  
political events between the U.S. and Vietnam governments.  The GARCH-ARMA and EGARCH-ARMA 
models are utilized. The findings showthe U.S. stock market has a positive and significant influence on the 
Vietnam stock market.  The influence of the S&P 500 Index on the VN-Index has become more significant 
and stronger after visits of top leaders from both countries in 2005. However, there is no volatility effect of 
the S&P 500 Index on the VN-Index. A robustness test is performed to support the initial findings by 
examining the effect of Dow Jones Index on the VN-Index return. Using the same method, number of 
observations and time period, the outcome shows similar results.  That is, the U.S. stock market has an 
influence on the Vietnam stock market that is getting stronger. These findings could provide a basis for fund 
managers to develop investing strategies. The results provide evidence that Vietnam is a market economy.  
The Vietnam stock market, like other markets is influenced by the U.S. stock market. The remainder of the 

I 
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article is organized as follows: A literature review is presented in the next section followed by a description 
of the GARCH-ARMA and EGARCH-ARMA models. A discussion of the data used in the analysis 
follows. The empirical results are presented and finally, the paper closes with some concluding comments. 
 
LITERATURE REVIEW 
 
There are two broad areas related to interdependence among international markets: interdependence in 
return (Errunza, 1985) and interdependence in volatility (Hamao et al., 1990; Theodossiou and Lee, 1997; 
Koutmos and Booth, 1995; Liu and Pan, 1997; Jang and Sul, 2002; Leong and Felminglam, 2003; Darrat 
and Benkato, 2003; Cifarell and Paladino, 2004; Hoti, 2005). Most studies have focused on developed 
markets, especially the interdependence among the U.S., Japanese and major European markets. Priyanka, 
Brajesh and Ajay (2009) find that there is greater regional influence among Asian markets in returns and 
volatilities than with European and U.S. markets. The Japanese market, which is first to open in daily 
trading, is affected by the U.S. and European markets only and affects most of the Asian Markets. Hamao et 
al. (1990) reveal that there are evidences of price volatility spillovers from New York to Tokyo, London to 
Tokyo, and New York to London. Tatsuyoshi (2003) examines the magnitude of return and volatility 
spillovers from Japan and the US to seven Asian equity markets and discovers that only the U.S. influences 
Asian market returns while the volatility of the Asian market is influenced more by the Japan than by the 
U.S. 
 
Ming and Hsueh (1998) analyze the transmission of stock returns and volatility between the U.S. and 
Japanese stock markets using futures prices of the S&P 500 and Nikkei 225 stock indices and find that there 
are unidirectional contemporaneous return and volatility spillovers from the U.S. to Japan. The U.S.'s 
influence on Japan in returns is approximately four times as large as the influence of Japan to the U.S. and 
there is a significant lagged volatility spillover from the U.S. to Japan. Angela (2000) examines the 
magnitude and changing nature of volatility spillovers from Japan and the U.S. to the six Pacific–Basin 
equity markets by constructing a volatility spillover model which allows the unexpected return of any 
particular Pacific–Basin market be driven by a local idiosyncratic shock, a regional shock from Japan and a 
global shock from the US. The study reveals that there are significant spillovers from the region to many of 
the Pacific–Basin countries. 
 
John et al. (1995) test the conventional wisdom that short-term volatility and price changes spillover from 
developed markets (New York, Tokyo, and London) to emerging markets (Taiwan and Hong Kong) and 
investigate how the degree of market openness affects return and volatility spillovers. They find that the 
Tokyo market has less influence than the New York market over the Taiwanese and Hong Kong markets; 
and the Taiwanese market is more sensitive than the Hong Kong market to the price and volatility behavior 
of advanced markets even though Taiwan is not as open as Hong Kong and the Taiwanese dollar is not 
linked to the U.S. dollar unlike the Hong Kong dollar. John et al. (1997) examine co-movement across 
international stock markets, particularly studying the spillover effects of volatility among the two 
developed markets and four emerging markets in the South China Growth Triangular (SCGT) using 
Chueng and Ng's causality-in-variance test. They discover that the Japanese stock market affects the US 
stock market and there is a feedback relationship between the Hong Kong and U.S. stock markets. Markets 
of the SCGT are contemporaneously correlated with the return volatility of the U.S. market; and geographic 
proximity and economic ties do not necessarily lead to a strong relationship in volatility across markets. 
 
Bekaert and Harvey (1997) examine the volatilities of emerging equity markets and find that in integrated 
markets global factors influence the volatility, whereas local factors affects the segmented markets. Jang 
and Sul (2002) analyze the co-movement of Asian stock markets in the past, during and after the Asian 
Financial Crisis. They conclude that co-movement among the Asian markets increased during the financial 
crisis period. Hahn (2004) investigates the international transmission mechanism of stock market 
movements via wavelet analysis by using daily stock indices data from the U.S. and Korean stock markets. 
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Strong evidence is found for price as well as volatility spillover effects from the developed stock market to 
the emerging market, but not vice versa. 
 
Many researchers have applied multivariate GARCH models to estimate volatility spillover. In particular, 
Engle, Ito and Lin (1990) investigate the intraday volatility spillover between U.S. and Japanese foreign 
exchange markets. Bekaert and Harvey (1997), Ng (2000), Baele (2002), Christiansen (2003), and 
Worthington and Higgs (2004) used the same model for further application on various capital markets. 
Karolyi (1995) finds a short-run interdependence of return and volatility between Toronto and New York 
stock markets. Theodossiou et al. (1997) investigate stock market returns in the U.S., Japan and the UK 
during 1984 to 1994 and found some statistically significant volatility spillovers from the U.S. and Japan to 
the UK. Sang and John (1995) examine the repercussions of the relationship between the stock markets of 
Korea, Japan, and the U.S. and find out that the importance of “volatility spillovers” from Japan and the U.S. 
on the mean and variance of Korean returns have increased since the announced opening, with most of the 
effect on the opening prices of the Korean stock market. Hamao et al. (1990) use ARCH model and daily 
opening and closing prices of major stock indexes for the Tokyo, London, and New York stock markets to 
explore the short-run interdependence of prices and price volatility across three major international stock 
markets. Chen and Huang (2008) use the GARCH-ARMA and EGARCH-ARMA models to study the 
impact of spillover and leverage effects on returns and volatilities of stock index and Exchange Traded 
Funds for developed and emerging markets. 

 
METHODOLOGY 
  
This study analyzes the influence and level effect of the S&P 500 Index on the U.S. stock market on the 
VN-Index in the Vietnam stock market by using the GARCH-ARMA and EGARCH-ARMA models. The 
paper uses the logarithm of daily price index to measure returns. This is the difference between the 
logarithm of the index at time t and the logarithm of the index at time t-1. The GARCH-ARMA and 
EGARCH-ARMA models are as below: 
 
The Stock index (S&P 500 Index) returns model: 
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where 
SP
tiR ,
: stock index (S&P 500 Index) returns at period t, 

SP
ti,ε : stock index (S&P 500 Index) returns residual at period t, 

iθ : unknown parameter. 

 
To the stock index (VN-Index) returns model: 
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where 
m
tiR , : stock index (VN-Index) returns at period t, 

m
ti,ε : stock index (VN-Index) returns residual at period t, 

m
tih , : conditional variance of stock index (VN-Index) returns at period t, 

iδ : the leverage term, 

iγ : unknown parameter. 
 
The effects of returns (S&P 500 Index to VN-Index): 
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The effects of volatility (S&P 500 Index to VN-Index): 
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This paper also uses robustness test to examine the effect of Dow Jones Index to VN-Index. The models are 
the following: 
 
The stock index (Dow Jones Index) returns model: 
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 where 

d
tiR , : stock index (Dow Jones Index) returns at period t, 

d
ti,ε : stock index (Dow Jones Index) returns residual at period t, 
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iθ : unknown parameter. 
 
The effects of returns (Dow Jones Index to VN-Index): 
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The effects of volatility (Dow Jones Index to VN-Index): 
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DATA DESCRIPTION 
 
There are two main reasons to select the U.S. stock market for this study: (1) the U.S. stock market is one of 
the leading stock markets in the world; and (2) the foreign direct investment (FDI) from the U.S. into the 
Vietnam economy has increased sharply in recent years (Table 1). In the first eight months of 2009, the U.S. 
was the largest foreign investor in Vietnam, occupying $3,956.1 million of registered capital. 
 
Table 1: The Amount of Investment from the U.S. to Vietnam Market 

 
 Until 27/12/2004 Until 31/12/2007 Until 19/12/2008 Until 31/08/2009 
Number of projects 215 376 428 474 
Registered capital (Million USD) 1,281.3 2,788.6 4,258.6 8,681.7 
Rank 11 8 12 7 
Number of countries investing into Vietnam - 82 84 88 

Source: Foreign Investment Agency, Ministry of Planning and Investment (2004, 2007, 2008, 2009) 
Notes: This table shows number of projects, the ranking and registered capital from the U.S. to Vietnam market from 2004, 2007, 2008, 2009 
 
The research uses the S&P 500 Index, as it is the most widely used index of large-cap firms in the U.S. 
stocks market and is the bellwether for the U.S. economy. On the Vietnamese public media, when the U.S. 
stock market is discussed, the discussion always mentions the S&P 500 Index and the Dow Jones Index. 
According to Vietnam Foreign Investment Agency, until 21/11/2008, 60% of projects invested in Vietnam 
from the U.S. focus on the fields of industrial and construction. Therefore, changes in the U.S. economy 
will greatly affect to the Vietnam economy and the stock market as well.  
 
The data consists of daily prices from three indices over the period of December 04, 2003 to August 28, 
2009. The S&P 500 and Dow Jones Indices and the VN-Index data sources extracted from the websites of 
Yahoo Finance and HoChiMinh Stock Exchange, respectively. Because the U.S. stock market closes at 3 
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AM (Vietnamese time) and the Vietnam Stock market opens at 8:30 AM, the data uses opening price for 
VN-Index and closing price for S&P 500 and Dow Jones Indices. The data includes 1483 observations 
divided into 4 periods based on special political events between the two countries as illustrated in figure 1.  
 
Figure 1: Time, Political Events and Number of Samples 

 
 
 
 
 
 
 
 
 

  
 
 
 
 

Notes: This figure shows the political events relating to the visits of top leaders from Vietnam and the U.S. from April 2003 to August 2009. The 
number of samples is divided into 4 sub-groups based on special political events between the two countries. 

 
In each period, the relationship between Vietnam and the U.S. has developed in different ways. On 
December 04, 2003, Deputy Prime Minister Vu Khoan visited and signed an “Aviation Agreement” with 
the U.S., and on December 11, 2004, United Airlines of America opened the first direct flight between 
Vietnam and America. On June 19-26, 2005, Prime Minister Phan Van Khai made an official visit to the 
U.S. by invitation of President George W. Bush.  
 
This visit strengthened the relationship between the two countries not only on political issues but also on 
economic and social issues. On November 17, 2006, President George W. Bush visited Vietnam and 
attended the APEC (Asia - Pacific Economic Corporation) forum in Hanoi. On June 22, 2007, President 
Nguyen Minh Triet visited Washington and encouraged American investors to invest in the Vietnam 
market in addition to discussing political relations issues concerning the two countries. As a result, in 2007, 
investments from the U.S. reached the eighth position.  It jumped to the seventh position in the first eight 
months of 2009 (Table 1) after the visit of Prime Minister Nguyen Tan Dung to the U.S. on June 26, 2008. 
In short, visits of top leaders from both countries made the relationship tighter and resulted in the influx of 
investments from the U.S. greatly affecting development of the Vietnam economy and the stock market as 
well. Figure 2 gives the general pictures of the prices of the three indices from December 04, 2003 to 
August 28, 2009.  
 
From Table 2, indices are positive and right skewed. The Jarque-Bera statistic for residual normality is not 
equal to zero indicating that the distribution of the residual is normal distribution. Figure 3 shows the daily 
returns of VN, S&P 500 and Dow Jones Indices in each period time. The VN-Index is more volatile than 
S&P 500 and Dow Jones Indices. 
  

12/4/2003 06/20/2005 11/17/2006 06/22/2007 06/02/2008 08/28/2009 Time 

Political events 

No of Samples 

Deputy Prime 
Minister Vu Khoan 

visits U.S. 

Prime Minister 
Phan Van Khai 

visits U.S. 

President 
George W. Bush 

visits VN 

President Nguyen 
Minh Triet visits 

U.S. 

Prime Minister 
Nguyen Tan Dung 

visits U.S. 

400 517 243 323 

566 

1083 

1483 
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Figure 2: Price of VN-Index (VNI), S&P 500 Index (SPI) and Dow Jones Index (DJI) (12/4/03-08/28/09) 

   
Note: These figures show the price of each index in the whole observation period. 
 
Table 2: The Time Span of Datasets and Summary Statistics of the Daily Return of VN, S&P 500 and Dow 
Jones Indices from December 04, 2003 to August 28, 2009 
 

Time Index Obs. Mean SD Skewness Kurtosis Jarque-Bera 
 

12/04/03–08/28/09 
VNI 1482 0.0985 1.9495 0.4356 5.6442 478.63 

S&P 500 1482 0.008 1.4553 0.0482 14.5383 8221.47 
DJI 1482 0.0062 1.3357 0.3175 14.8753 8733.04 

 
12/04/03 – 06/17/05 

VNI 399 0.1143 1.5829 2.0410 18.4211 4230.62 
S&P 500 399 0.0347 0.6898 -0.1206 2.8657 1.26 

DJI 399 0.0192 0.6752 0.0414 2.8897 0.32 
 

06/20/05 - 06/21/07 
VNI 517 0.2959 1.9058 0.0021 3.9050 17.64 

S&P 500 517 0.0454 0.6474 -0.2868 5.0281 95.70 
DJI 517 0.0490 0.6234 0.3905 4.9221 92.72 

 
06/22/07–05/30/08 

VNI 243 -0.3602 1.7816 0.0830 3.5850 3.74 
S&P 500 243 -0.0256 1.3263 0.0561 3.6374 4.24 

DJI 243 -0.0212 1.2150 0.0262 3.4345 1.94 
 

06/02/08 – 08/28/09 
VNI 323 0.1081 2.4402 0.2790 3.3407 5.7524 

S&P 500 323 -0.0597 2.6740 0.1163 5.6799 97.38 
DJI 323 -0.0576 2.4295 0.3281 6.0801 133.49 

 
06/22/07 – 08/28/09 

VNI 566 -0.0930 2.1925 0.3286 3.7178 22.34 
S&P 500 566 -0.0451 2.1975 0.1119 7.2919 435.61 

DJI 566 -0.0419 1.9991 0.3231 7.7387 539.42 
 

06/20/05 – 08/28/09 
VNI 1083 0.09266 2.0688 0.1664 3.7654 31.44 

S&P 500 1083 -0.0019 1.6503 0.0633 12.0057 3660.52 
DJI 1083 0.00145 1.5080 0.3082 12.4946 4085.04 

Notes: Obs.: Number of Observations; SD: Standard Deviation; Skewness is a measure of the asymmetry of the probability distribution;  
Kurtosis is a measure of whether the data are peaked or flat relative to a normal distribution;  
Jarque–Bera test is a goodness-of-fit measure of departure from normality. 

 
Figure 3: The Daily Returns of VN, S&P 500 and Dow Jones Indices in Each Period Time 
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Note: These figures show the daily returns of VN, S&P 500 and Dow Jones Indices in each time period. 

 
EMPIRICAL RESULTS 
 
Findings in Table 3 accept the alternative hypothesis of no unit roots (ADF test) in each sample, which 
support a stationary time series data. The author uses the SBC (Schwarz Criterion) by selecting its 
minimum value in choosing suitable models of ARMA, GARCH-ARMA and EGARCH-ARMA. The 
results of LM tests show that there is no serial correlation in each model. 
 
The paper estimates GARCH-ARMA and EGARCH-ARMA models to examine the effects of the S&P 500 
and VN indices return. As shown in Tables 4 and 5, the estimation value of ζ1 is far larger than b1 means that 
the lagged conditional variance has a higher explanatory power than the lagged innovation. Moreover, all 
positive and significant coefficients of b1 and ζ1 indicate that the lagged conditional variance of stock 
returns has a positive impact on current conditional variance. 
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Table 3: Summary Statistics of Unit-Root, LM and ARCH-LM Tests for VN, S&P 500, Dow Jones Indices 

 
Time 
period 

Type ADF ARMA SBC LM ARCH- 
LM 

GARCH SBC ARCH-
LM 

EGARCH SBC ARCH-
LM 

12/04/03
 – 

06/17/05 

VNI -17.49 *** (3,1) 3.74 1.93 11.49 *** (1,1) 2.73 0.429 (1,1) 2.76 0.075 
S&P 500 -20.94*** (1,1) 2.11 0.38 0.90       

DJI -20.97 *** (2,2) 2.10 0.02 0.26       
06/20/05

 – 
06/21/07 

VNI -16.34 *** (2,2) 4.09 0.11 42.29 *** (1,3) 3.85 0.029 (1,1) 3.85 0.889 
S&P 500 -24.04*** (1,1) 1.99 1.12 0.15       

DJI -23.19 *** (1,1) 1.92 0.89 0.15       
06/22/07

 – 
05/30/08 

VNI -11.99 *** (0,1) 3.98 1.37 42.07 *** (1,1) 3.84 0.241 (1,1) 3.86 0.024 
S&P 500 -19.54*** (0,1) 3.37 0.82 0.01       

DJI -19.11 *** (0,1) 3.21 1.04 0.21       
06/02/08

 – 
08/28/09 

VNI -14.27 *** (0,1) 4.58 0.11 28.73 *** (1,1) 4.49 0.971 (1,1) 4.51 2.960 
S&P 500 -22.30*** (2,0) 4.78 0.24 9.29***       

DJI -15.92 *** (2,0) 4.58 0.58 10.05 ***       
06/22/07

 – 
08/28/09 

VNI -18.57 *** (1,2) 4.37 0.12 63.72 *** (1,1) 4.20 0.003 (1,1) 4.20 0.854 
S&P 500 -29.61*** (0,1) 4.37 0.83 21.38***       

DJI -20.63 *** (2,0) 4.19 0.99 24.31 ***       
06/20/05 

– 
08/28/09 

VNI -25.67 *** (0,5) 4.23 1.04 119.75 *** (1,1) 4.01 0.623 (1,1) 4.01 0.649 
S&P 500 -28.24*** (0,1) 3.80 1.93 64.82***       

DJI -28.16 *** (2,3) 3.63 0.02 68.98 ***       
ADF is the statistics for the Augemented Dickey Fller test with an intercept and trend at the level. SBC is Schwarz Criterion (select minimum value). 
LM is Breusch-Godfrey Serial Correlation LM test. *** denote significance at α=1% or less.   
 
Table 4: GARCH-ARMA Result for VN -Index Returns  
 

Time 
period 

Model 
 

Mean equation Conditional variance equation 

β1 β2 β3 γ1 γ2 γ5 b0 b1 ζ1 ζ2 ζ3 
12/04/03 – 
06/17/05 

GARCH(1,1)- 
ARMA(3,1) 

-0.0797 
*** 

 -0.1310  
*** 

0.9237  
*** 

  0.0662  
*** 

0.6621 
 *** 

0.4874  
*** 

  

06/20/05 – 
06/21/07 

GARCH(1,3)-
ARMA(2,2) 

 -0.4444 
 *** 

 0.1935  
*** 

0.3518 
 ** 

 0.0557  
*** 

0.2580  
*** 

0.8251  
*** 

-0.6975  
*** 

0.6292 
 *** 

06/22/07 – 
05/30/08 

GARCH(1,1)-
ARMA(0,1) 

   0.2379  
*** 

  0.2731  
* 

0.2717  
*** 

0.6523  
*** 

  

06/02/08 – 
08/28/09 

GARCH(1,1)-
ARMA(0,1) 

   0.3028  
*** 

  0.1443 0.1883 
 *** 

0.8011 
 *** 

  

06/22/07 – 
08/28/09 

GARCH(1,1)-
ARMA(1,2) 

0.9760  
*** 

  -0.7171  
*** 

-0.2297 
 *** 

 0.1799  
** 

0.2428  
*** 

0.7341 
 *** 

  

06/20/05 – 
08/28/09 

GARCH(1,1)-
ARMA(0,5) 

   0.2455  
*** 

 0.0706  
** 

0.0811 
 *** 

0.1779 
 *** 

0.8154  
*** 

  

Notes: This table shows the result of GARCH-ARMA model to VN-Index returns through specific time period;  *, ** and *** indicate significance 
at 10, 5 and 1% levels, respectively.  
 
Table 5: EGARCH-ARMA Result for VN - Index Returns 
 

 
Time 

period 

 
Model 

 

Mean equation Conditional variance equation 

β1 β2 β3 γ1 γ2 γ5 b0 b1 ζ1 δ 

12/04/03 – 
06/17/05 

EGARCH(1,1)
-ARMA(3,1) 

-0.7692 
 *** 

 -0.1483 
 *** 

0.9091 
 *** 

  -0.4343 
 *** 

0.6065 
*** 

0.9332 
*** 

0.0217     

06/20/05 - 
06/21/07 

EGARCH(1,1)
-ARMA(2,2) 

 -0.4660 
 *** 

 0.1986 
 *** 

0.3871 
 *** 

 -0.1704 
 *** 

0.2847 
*** 

0.9532 
*** 

0.0221 

06/22/07 – 
05/30/08 

EGARCH(1,1)
-ARMA(0,1) 

   0.2400 
 *** 

  -0.2147 
 ** 

0.3851 
*** 

0.8878 
*** 

-0.0818 

06/02/08 – 
08/28/09 

EGARCH(1,1)
-ARMA(0,1) 

   0.3275 
 *** 

  -0.1920 
 ** 

0.3835 
*** 

0.9266 
*** 

-0.0773 
  * 

06/22/07 – 
08/28/09 

EGARCH(1,1)
-ARMA(1,2) 

0.9230 
 *** 

  -0.6367 
 *** 

-0.2046 
 *** 

 -0.2302 
 *** 

0.3860 
*** 

0.9349 
*** 

-0.0706 
 ** 

06/20/05 – 
08/28/09 

EGARCH(1,1)
-ARMA(0,5)  

   0.2507 
 *** 

 0.0654 
 ** 

-0.1865 
 *** 

0.3276 
*** 

0.9427 
*** 

-0.0222 

Notes: This table shows the result of EGARCH-ARMA model to VN-Index returns through specific time period;  *, ** and *** indicate significance 
at 10, 5 and 1% levels, respectively. 
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Table 6: The Effect of S&P 500 Index to VN-Index Return through Each Period 
 

 

Time period 

The effect of Returns The effect of Volatility 

GARCH-ARMA EGARCH-ARMA GARCH-ARMA EGARCH-ARMA 

12/04/03 – 06/17/05 -0.0841** 0.0244 -0.2072 0.0056 

06/20/05 – 06/21/07 0.0543 0.0845 0.1020 -0.0022 

06/22/07 – 05/30/08 0.1402** 0.1439** 0.0863 -0.0044 

06/02/08 – 08/28/09 0.2589*** 0.2627*** 0.0076 0.0007 

06/22/07 – 08/28/09 0.2244*** 0.2229*** 0.0215 0.0021 

06/20/05 –08/28/09 0.2095*** 0.2109*** 0.0117 0.0014 

Notes: This table shows the effect (returns and volatility) of S&P 500 Index to VN-Index returns through each period by using GARCH-ARMA and 
EGARCH-ARMA model;  *, ** and *** indicate significance at 10, 5 and 1% levels, respectively. 
 
The multiple GARCH-ARMA and EGARCH-ARMA models are also used to determine whether S&P 500 
Index has an effect on VN-Index in terms of returns and variance as illustrated in Table 6. The results show 
that the lagged S&P 500 Index return has positive and strong effect (0.21) on the VN-Index return after the 
visits of Prime Minister Phan Van Khai to the U.S. on June 20, 2005 and August 28, 2009. The influence of 
S&P 500 Index on VN-Index return has jumped from 0.14 in the period June 2007 to June 2008 (after the 
visiting of President Nguyen Minh Triet to the U.S.) to 0.26 in the period June 2008 to August 2009 (after 
the visiting of Prime Minister Nguyen Tan Dung to the U.S.). From June 2007 to August 2009, the effect of 
the S&P 500 Index on VN-Index return is 0.22. In short, the effect of S&P 500 Index on VN-Index return is 
positive and getting stronger in recent years. It means that through the special political events and visiting of 
top leaders from the U.S. and Vietnam, the U.S. stock market has influenced the Vietnam stock market. 
However, there is no volatility effect of S&P 500 Index on VN-Index. Figure 4 illustrates the results. 
 

Figure 4: Time Period, Political Events and Effect of S&P 500 Index on VN-Index Return 

 

 

 

 

 

 

 

 

 

 
 *, ** and *** indicate significance at 10, 5 and 1% levels, respectively. The values in parenthesis are the effects of S&P 500 Index on VN-Index 
return using EGARCH-ARMA model; the remainder values are the effects of S&P 500 Index on VN-Index Return using GARCH-ARMA model. 
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ROBUSTNESS TEST: AN ANALYSIS OF THE EFFECT OF DOW JONES INDEX ON 
VN-INDEX RETURN 
 
Table 7: The Effect of Dow Jones Index to VN-Index Return from Each Period 
 

 

 

The effect of Returns The effect of Volatility 

GARCH-ARMA EGARCH-ARMA GARCH-ARMA EGARCH-ARMA 

12/04/03 – 06/17/05 -0.0549 0.0430 0.0659* 0.0166 

06/20/05 – 06/21/07 0.1161* 0.1367* 0.0837 0.0516 

06/22/07 – 05/30/08 0.1465* 0.1533** 0.1160 -0.0011 

06/02/08 – 08/28/09 0.2805*** 0.2807*** 0.0137 0.0013 

06/22/07 – 08/28/09 0.2428*** 0.2400*** 0.0374 0.0029 

06/20/05 –08/28/09 0.2309*** 0.2299*** 0.0186 0.0020 

This table shows the effect (returns and volatility) of Dow Jones Index to VN-Index returns through each period by using GARCH-ARMA and 
EGARCH-ARMA model; *, ** and *** indicate significance at 10, 5 and 1% levels, respectively. 
 
The paper performs robustness tests to examine and analyze the influence and level effect of the Dow Jones 
Index on VN-Index by using the GARCH-ARMA and EGARCH-ARMA and the same related procedures. 
The results show that the lagged Dow Jones Index return has positive and strong effect to the VN-Index 
return in recent years; however, there is no volatility of Dow Jones Index on the VN-Index returns (see 
Table 7 and Figure 5). By comparing the effect of S&P 500 and Dow Jones Index to the VN-Index returns 
in each period time, the Dow Jones Index has a stronger effect than S&P 500 Index (see Figures 4 and 5).  
 
Figure 5: Time, Political Events and Effect of Dow Jones Index on VN-Index Return 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
*, ** and *** indicate significance at 10, 5 and 1% levels, respectively. The values in parenthesis are the effects of Dow Jones Index on VN-Index 
Return using EGARCH-ARMA model; the remainder values are the effects of Dow Jones Index on VN-Index Return using GARCH-ARMA model. 
 
CONCLUSION 
 
This research examines the relationship between the U.S. and Vietnam stock markets. The paper utilizes the 
multiple GARCH-ARMA and EGARCH-ARMA models in analyzing 1,438 daily observations from 
2003-2009 to examine the effects of returns and volatilities of the S&P 500 Index on the VN-Index return. 
The result shows that there are strong and positive effects of returns of the S&P 500 Index on the VN-Index 
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0.2428*** 
(0.2400)*** 

0.2309*** 
(0.2299)*** 
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returns. The paper indicates that the U.S. stock market has an increasing influence on the Vietnam stock 
market in recent years after the visits of top leaders from both countries. However, there is no volatility 
effect of the S&P 500 Index on VN-Index. The results of robustness tests using the Dow Jones Index to 
affect the VN-Index yield similar results. This research is limited as it only considers the S&P 500 and Dow 
Jones indices that represent to the U.S. stock market.  It does not consider other factors that can influence  
the Vietnam stock market such as oil prices, exchange rates between the U.S. dollar and Vietnam Dong. 
Future research can examine these issues to further specify the influence of the U.S. to the Vietnam stock 
market.  
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TERMS OF LENDING FOR  SMALL BUSINESS LINES 
OF CREDIT: THE ROLE OF LOAN GUARANTEES  
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Alan K. Reichert, Cleveland State University 

 
ABSTRACT 

 
This study examines the role of loan guarantees in lines of credit granted to small businesses.  Since there 
is evidence of simultaneity among lending terms, two-stage instrumental variable procedures are used to 
obtain consistent parameter estimates. The findings suggest the presence of a loan guarantee is 
associated with lower interest rates and smaller lines of credit and that loan guarantees and collateral 
are to some extent substitutes in that loans guarantees are a close substitute for collateral but collateral 
does not always serve as a close substitute for loan  guarantees.  Furthermore, firms with longer banking 
relationships and/or fewer banking relationships are less likely to have loan guarantees. 
 
JEL: G2 
 
KEYWORDS: Term of lending, bank relationships, line of credit    
 
INTRODUCTION 
 

umerous authors have investigated the importance of banking relationships in lending to small 
businesses.  For example, Petersen and Rajan (1994) find that small firm borrowing is 
concentrated among a small number of lenders, indicating substantial benefits to developing and 

maintaining a strong banking relationship.  They conclude that the value of the banking relationship 
relates more to the availability of credit than to a lower cost of funds.  Brick, and Palia (2007) study the 
interrelationship between interest rate, fees, and collateral in small business loans.  They note that all 
three of these factors, in principle, can be negotiated simultaneously to achieve the required return and 
suitable level of risk. Their empirical findings provide evidence of jointness or endogeneity among the 
terms of lending.  
 
Not included in the Brick and Palia study is the role of loan guarantees for small business line of credits 
(LOC). Both loan guarantees and collateral serve to reduce the loss given default (LGD) of a loan and the 
pledging of personal loan guarantees may also lower the probability of default. On the other hand, loan 
guarantees and collateral may introduce a moral hazard if the bank relaxes its lending standards assuming 
that it is not exposed to either the risk of default or a significant loss at default. Furthermore, loan 
guarantees and collateral can serve as a form of non-price credit rationing as discussed by Stiglitz and 
Weiss (1981). Thus, on can argue that loan guarantees and collateral are substitutes in the lending 
process. On the other hand, both have unique dimensions. For example, of the firm pledges corporate 
assets such as account receivables or inventories the lender must perfect a lien on the assets, monitor 
them, and liquidate them in the case of default. This is process can involve significant costs and the 
marketability of the collateral is always an issues. In the cases of loan guarantees the borrower is often 
asked to pledge his/her personal assets, such as real estate, stock and bonds, and other personal assets.  
Thus, in the case of collateral the firm’s assets are being pledged while in the case of a personal guarantee 
borrowers are risking their own assets and possible bankruptcy.  In addition, there are third party 
guarantees of course and in the United States, the U.S. Small Business Administration (SBA) was created 
to assist small businesses and represents one source of loan guarantees for small businesses.  
  

N 
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The focus of this research is on the effect loan guarantees have on the interest rates charged and the size 
of small business LOCs.  Two questions will be addressed.  First, what are the factors associated with the 
use of loan guarantees?  Secondly, to what extent does the presence of a loan guarantee affect the interest 
rate charged and the size of the LOC?  Along with these variables, this study will also examine the effects 
of collateral and compensating balances on the specific terms of LOCs. Two additional variables are 
included in this study which has not been used in prior research.  The strength of the banking relationship 
is often measured by the length of the relationship.  This study includes this measure also includes the 
number of bank relationships that each firm maintains.  Firms which maintain a greater number of bank 
relationships may have weaker individual banking relationships as they spread their loyalty and business 
around. On the other hand, they may be able to exploit a competitive credit market and negotiate better 
lending terms.  Because of the expected interplay among loan guarantees, collateral, interest rate, and loan 
size during loan negotiations, the ratio of the dollar value of credit granted scaled by the requested amount 
is considered.  This variable suggests that the amount of credit extended may be an integral part of the 
bargaining process and whether the borrower or lender has a comparative advantage in the negotiating 
process.  The reminder of this paper is organized as follows. Section 2 reviews the prior literature, Section 
3 discusses the data and methodology, Section 4 presents the empirical findings, while Section 5 presents 
the conclusion.  

 
LITERATURE REVIEW 

 
Stiglitz and Weiss (1981) discuss the conditions under which credit rationing may occur in markets under 
equilibrium conditions.  The authors suggest that interest rates alone may not be sufficient to screen 
applicants and distinguish good and bad borrowers.  They postulate that expected bank returns might 
reach a maximum at some interest rate and decline at higher rates because of expected higher rates of 
default.  A similar argument is made for collateral requirements.  They conclude that credit rationing may 
be likely, especially under conditions of imperfect and limited information, a typical aspect of lending to 
small businesses.  Using interest rates alone to screen applicants may also introduce an adverse selection 
problem in that only the riskiest borrowers may agree to such high interest rates. Because of the 
importance of small businesses to economic growth and recognizing the possible credit rationing 
behavior, many nations have introduced loan guarantee programs for small business to counter the 
expected credit rationing behavior of banks. 

 
A number of authors examine the effects of loan guarantee programs.  Camino and Cardone (1999) 
suggest that policy-makers view loan guarantees as substitutes for collateral.   The guarantees are granted 
to induce lenders to extend credit when collateral is not available.  Their study summarizes a number of 
European loan guarantee programs and provides a framework for further study, but does not reach 
specific conclusions about the costs or effectiveness of such loan guarantee programs. Riding and Haines 
(2001) survey previous attempts to evaluate the effectiveness of loan guarantee programs and note widely 
differing rates of default among national programs.  They go on to examine the Canadian experience with 
its loan guarantee program and find it to be quite cost effective.  They find higher default rates among 
newer firms and varying rates of default by industry.  They also find that lenders are quite sensitive to the 
size or portion of the loan that is guaranteed, as small changes in the level of the guarantee are expected to 
impact default rate and recovery rates. Cowling and Mitchell (2003) study the loan guarantee program in 
the UK.  They find that default rates are positively related to interest rates, consistent with the Stiglitz and 
Weiss (1981) expectation.  They also find that default rates are affected by other variables, including the 
size of the loan, its purpose, the legal form of the borrower, age of the firm,  maturity of the loan, and 
location of the business. 

 
Glennon and Nigro (2005) examine SBA 7(a) loan guarantees in the US.  They first compare the default 
rate of small business loans to other traded debt securities and conclude that the default rate falls between 
Ba/BB and B rated corporate bonds, as rated by Moody’s and S&P.  These are below investment grade, 
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but are of similar default risk as a large number of corporate loans held by banks.  They find that newer 
firms have a higher rate of default than older firms and larger firms have a higher default rate than smaller 
firms.  Higher guarantee percentages were associated with higher default rates.  They also found that 
lenders did not price loans based on risk during the sample period (1983 – 1998). 

 
Doh and Ryu (2004) study loan guarantees among Korean chaebol or borrowing groups.  Within the 
chaebol, there is extensive sharing of information, while between the borrower and lender asymmetric 
information problems exist. They suggest that the issuance of a loan guarantee by one member on behalf 
of another in the chaebol is a positive signal regarding the borrower to an outside lender.  They further 
summarize research by Lee and Lee (1998) which indicates that corporate loan guarantees lead to higher 
debt to equity ratios and suggest that firms within chaebols “over-borrow” because of the availability of 
these affiliate guarantees.  In addition, they suggest that the fees guarantors charge for the guarantees can 
be viewed as a form of transfer pricing which may lead to distorted incentives. Chakraborty and Hu 
(2006) study collateral for lines of credit and non-lines of credit.  They find that the length of the banking 
relationship is negatively related to the amount of collateral required, suggesting importance of the 
durability of the lending relationship.  
 
Brick and Palia (2007) examine the interdependence of interest rates, collateral, and fees using the 1993 
Survey of Small Business Finances conducted by the Federal Reserve System for small business lending 
in the U.S.  They found evidence that these variables are jointly or endogenously determined and employ 
a two-stage least squares (2SLS) procedure to analyze the data.  They found a positive correlation among 
all three variables.  Surprisingly, the duration of the banking relationship was not found to be significant, 
as would be expected for relationship-based lending for small, informationally opaque borrowers.  A 
major contribution of this work is the finding that there appears to be jointness in the way these loan 
parameters are set, hence, traditional models that ignore these endogenous  relationships may produce 
inaccurate or misleading results.  A factor not considered in the Brick and Palia (2007) study nor the 
Chakraborty and Hu (2006) study was the effect of loan guarantees, which is the focus of this study. 

 
DATA AND METHODOGY 
 
Hypotheses 
 
As mentioned above, loan guarantees can be viewed as reducing the loss given default for the lender, so 
to the extent that the interest rate reflects anticipated losses, then loans with credit guarantees should have 
lower interest rates.  Since some authors suggest collateral provides a similar function, then collateral also 
should reduce the interest rate.  It can be argued that loan guarantees from other corporate entities or 
government agencies may add administrative costs and possibly raise the interest rate.  However, the 
premise here is that loan guarantees will reduce the interest rate on lines of credit, all other factors being 
equal.   Secondly, it is expected that the presence of a loan guarantee or collateral would encourage the 
lender to extend more credit since the bank would expected a larger recovery in the event of default.  
Unfortunately, one factor not included in the data is whether the loan guarantee covers 100% or some 
smaller percentage of the total LOC.  However, assuming that the loan guarantee provides some 
protection in the event of default and as suggested by the “over-borrowing” behavior within Korean 
chaebols lenders should be willing to extend larger amounts of credit.  
 
Therefore, the following two hypotheses are formally tested: 
 
H1:  The interest rate charged on lines of credit will be lower in the presence of a loan guarantee and/or 
collateral.   

 
H2:  The size of a line of credit is larger in the presence of a loan guarantee and/or collateral.   
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Model 
 
There are four endogenous (hypothesis) variables included in this study: the presence of a loan guarantee, 
loan rate, the size of the LOC, and collateral requirements. These four variables are used to test a number 
of specific hypotheses relating to the lending process. Control variables are included to capture exogenous 
effects that have been previously reported in literature, such as, the effect as length of the borrowing 
relation and specific borrower characteristics including; leverage, cash, fixed assets, ownership structure, 
number of LOCs outstanding, number of lenders utilized by the borrower, whether the owner is an active 
manager, and the industry classification based on two-digit SIC codes. Four basic equations will be used 
to explore this topic.  Their general form is shown below. 
 
LOCG = α11 + β11RATE + β12LSIZEP + β13COLLAT +  β1nCV + ε1                                                          (1) 
 
RATE = α21 + β21LOCG + β22LSIZEP + β23COLLAT +  β2nCV + ε2                                                         (2) 
 
LSIZEP = α31 + β31RATE + β32LOCG + β33COLLAT + β3nCV + ε3                                                                                           (3) 
 
COLLAT = α31 + β31RATE + β32LOCG + β33LSIZEP + β3nCV + ε3                                                                                           (4) 

 
where: 

LOCG is binary and indicates the presence of a loan guarantee 
RATE is the initial interest rate on the LOC 
LSIZEP is the size of the LOC as a proportion of firm assets 
COLLAT is binary and indicates the presence of collateral 
CV is the vector of control variables (see Table 1 for descriptions) 
 

Note that LOCG COLLAT are dichotomous variables, hence equations (1) and (3) are estimated using a 
logistic regression procedure.  Ordinary least squares regressions will be used for the other two equations.    
In this study, the existence of simultaneity among the variables was confirmed using the Hausman test 
before proceeding to use a two stage least squares (2SLS) approach as employed by Brick and Palia 
(2007). Each of the four hypothesis variables will be regressed on all the exogenous variables in the 
model. In the second step, the predicted values from these first-stage regressions will be used as 
independent variables, replacing their respective original variables in the right hand side of equations (1)-
(4). Variables not found to be consistently significant in the initial regressions are omitted from the 
second stage analysis.  
 
Data 
 
The data source is the 2003 Surveys of Small Business Finances (SSBF), available from the US Federal 
Reserve Board.  A total of 4,240 firms and 1,972 variables are included in the survey. The data was 
collected over several months during the year.  For this study,  only firms whose most recent loan was a 
line of credit are included in the analysis. Thus term loans are excluded.  Mach and Wolken (2006) report 
that 34.3% of firms in the 2003 survey have LOCs.  The definitions of variables used in this study are 
provided in Table 1. Variables with missing, extreme, or illogical values (e.g. a negative cash balance) 
were excluded from the analysis.  
 
Table 2 provides descriptive statistics for the variables used.  There are approximately 1,460 observations 
in the data set. Approximately 63.7% of all LOCs have loan guarantees.  The average initial interest rate 
is 5.55%.  The mean term to maturity is just under 31 months.  The average size of the LOC scaled by 
total assets is 66.1%.  The average age of the firms in the sample is 17+ years.  On average, each 
borrowers does business with 3.9 lenders.  Approximately 80% of the firms have some form of limited 
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liability, such as, subchapter S, C, or LLC’s. Collateral was required in 51% of the loans, while 
compensating balances were required on less than 9% of the LOCs.  
 
Table 1: Variable Definitions 
 

Dependent Variables 
LOCG   binary variable indicating a guarantee  (1 = present) 
RATE  nominal initial interest rate charged for line of credit 
LSIZEP  dollar value of the line of credit divided by total assets  
COLLAT  binary variable indicating collateral (1 = required) 
2SLS Instrumental Variables 
LOCG_I  Instrument for LOCG 
RATE_I  Instrument for RATE 
LSIZEP_I  Instrument for LSIZEP 
COLLAT_I Instrument for COLLAT 
Control Variables 
RATEOVRINDEX initial interest rate premium over index used 
FEES  Fees imposed as % of loan  
FSIZE  natural log of firm’s assets 
EMPLOY  number of full-time employees in survey year 
LEVERAGE ratio of debt to total assets 
CASH  ratio of cash to total assets 
PPE  ratio of net depreciable assets divided by total assets 
INC  net income divided by sales 
OPINC  operating profit divided by sales 
NUMLOC  number of lines of credit for the firm 
TERM  term of the line of credit in months 
FAGE  age of the firm in years 
FIXED  binary variable indicating fixed interest rate (1 = fixed) 
DISTANCE distance in miles between firm and lender 
RELATE  length of the firm’s relationship with lender in years 
LIMLIAB  binary variable indicating limited liability legal form    
OWNMGR binary variable indicating presence of owner/manager   
NINST  number of financial institutions used by the firm 
GRANTPCT ratio of amount granted divided by amount requested  
Industry  7 dummy variables for two digit SIC code groups (8 total) 

 
 For 83% percent of the firms the owner and the manager of the firm are the same individual.  Binary 
variables were used to capture the industry sector based on 2-digit SIC codes.  Of the industries 
represented, 1% were in the mining industry, 8.2% in construction, 15.8% in manufacturing, 4.1% in 
transportation, 8.6% in wholesale, 16.4% in retail, 42.5% in insurance, and 3.4% in the general services 
sector. None of the firms had previously filed for bankruptcy and none had been delinquent on previous 
loans.  The preponderance of the LOCs were established during 2003, with only a few exceptions. Small 
businesses, as defined by the U.S. government, are those having fewer than 500 employees.  In the final 
sample, the average business has 52 employees and assets of  $6.2 million.     

 
EMPIRICAL RESULTS 
 
As discusses earlier, there are four dependent endogenous variables of interest: the presence of a loan 
guarantee (LOCG) and loan collateral (COLLAT), the size of the loan as a proportion of total firm assets 
(LSIZEP), and the initial interest rate (RATE) on the LOC. Employing a 2SLS approach, Tables 3-6 
present the results of the four second-stage regressions where one endogenous variable serves as the 
dependent variable and three remaining endogenous variables are represented by instrumental variables 
generated in the three first-stage regressions. (Note that the instrumental variables are identified by the 
name of the endogenous variable followed by an underscore and the letter “I”. For example, the 
instrument for the collateral variable is indicated by COLLAT_I).    
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Table 2:  Summary Statistics   
 

Variable N Mean Standard 
Deviation 

Minimum Maximum 

LOCG 1460 0.637 0.481 0.0 1.0 
RATE 1460 5.548 2.405 0.0 20.9 
LSIZEP 1450 0.661 1.404 0.0 12.3 
FSIZE 1450 13.445 2.205 7.6 19.1 
COLLAT 1460 0.507 0.500 0.0 1.0 
LEVERAGE 1450 0.685 1.236 0.0 14.6 
FEES 1460 0.007 0.019 0.0 0.2 
CASH 1405 0.139 0.211 0.0 1.0 
INC 1450 0.038 1.731 -29.0 1.7 
TERM 1262 30.99 46.08 0.0 432.0 
FAGE 1460 17.171 13.168 1.0 99.0 
NINST 1460 3.873 2.023 1.0 13.0 
GRANTPCT 1460 1.125 1.016 0.1 12.5 
RELATE 1460 76.346 98.031 0.0 600.0 
LIMLIAB 1460 0.798 0.402 0.0 1.0 
FIXED 1460 0.273 0.445 0.0 1.0 
DISTANCE 1460 14.064 76.486 0.0 1110.0 
COMPBAL 1460 0.089 0.285 0.0 1.0 
EMPLOY 1460 51.772 77.664 1.0 486.0 
RATEOVRINDEX 1459 1.203 1.622 -1.5 12.0 
PPE 1450 0.324 0.288 0.0 1.0 
OWNMGR 1415 0.830 0.375 0.0 1.0 
NUMLOC 1460 0.182 0.843 0.0 7.0 
MINE 1460 0.010 0.101 0.0 1.0 
CONST 1460 0.082 0.275 0.0 1.0 
MANUF 1460 0.158 0.364 0.0 1.0 
TRANS 1460 0.041 0.199 0.0 1.0 
WHOLE 1460 0.086 0.280 0.0 1.0 
RETAIL 1460 0.164 0.371 0.0 1.0 
INSURE 1460 0.425 0.494 0.0 1.0 
Assets 1460 6,243,037 21,430,888 0.0 190,741,345 
trading 1460 0.103 0.241 0.0 2.3 
liaboverassets 1450 0.996 1.500 0.0 14.7 
ROA 1450 0.778 3.359 -6.3 45.6 
Quick 1240 18.820 176.485 -41.2 2754.0 
cashovrassets 1450 0.131 0.216 -0.7 1.0 

Table 2 provides the mean, standard deviation, minimum, and maximum values for each of the variables. 
 

In Table 3, the dependent variable is LOCG.  Independent variables include three instruments for 
collateral, rate, and size. None of the three endogenous instrumental variables are statistically significant. 
If collateral and loan guarantees serve as substitutes one would expect to see a statistically significant 
negative coefficient, and if they are complements a statistically significant positive coefficient would be 
expected. While the coefficient on COLLAT_i is positive it is not statistically significant suggesting the 
presence of collateral does not impact the probability for a loan guarantee. Thus, the empirical results fail 
to support the notion that collateral serves as either a close substitute or complement for a loan guarantee. 
On the other hand, the following factors significantly increase the probably that a loan will have a 
guarantee: 1) greater use of leverage (LEVERAGE), 2) an increase in the number of lending institutions a 
borrower utilizes (NINST), greater geographic distance from the lender (DISTANCE), the borrower has  
 
limited liability (LIMLIAB), and the loan carries a compensating balance requirement (COMBAL).  
Alternatively, the following factors reduce the likelihood of loan guarantees: 1) the larger the firm  
(FSIZE), the greater the firm’s cash balances (CASH), the longer the lending relationship (RELATE), the 
LOC carries a fixed interest rate (FIXED), and the greater the level of fixed assets owned by the firm 
(PPE). In terms of prediction accuracy, the logistic regression produced a concordant ratio of 76.5%, a  
discordant ratio of 23.3% and concordant to discordant ratio of 3.3, with virtually no ties.   
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Table 3:  Logistic Regression (Stage 2) with Collateral as Dependent Variable 
 

 Expected  Wald  
Parameter Sign Estimate Chi-Square Significance 
Intercept  1.636 1.426  
COLLAT_I - 0.457 0.544  
RATE_I - 0.055 0.211  
LSIZEP_I + -0.123 1.033  
FSIZE  -0.223 9.801 *** 
LEVERAGE  0.480 8.960 *** 
FEES  4.941 0.605  
CASH  -1.210 4.502 ** 
INC  0.219 0.298  
TERM  0.003 1.592  
FAGE  0.020 8.639 *** 
NINST  0.187 16.458 *** 
GRANTPCT  0.224 5.715 ** 
RELATE  -0.002 6.768 *** 
LIMLIAB  1.393 30.310 *** 
FIXED  -1.233 18.316 *** 
DISTANCE  0.011 5.430 ** 
COMPBAL + 0.572 2.568 * 
EMPLOY  -0.004 12.655 *** 
RATEOVRINDEX  -0.061 0.611  
PPE  -1.136 7.846 *** 
OWNMGR  -0.050 0.058  
NUMLOC  -0.108 1.038  
     
Concordant (%) 76.5  Somer's D 0.532 
Discordant (%) 23.3  Gamma 0.533 
Ties (%) 0.2  Tau - a 0.242 
Pairs 226850  c 0.766 

significance denoted by  ***, **, * for the 1%, 5%, and 10% level, respectively. This table presents the results of a second stage logistic 
regression where LOCG (presence of a loan guarantee) is the dependent variable.  The estimated equation is: : LOCG = α11 + β11RATE_I + 
β12LSIZEP_I + β13COLLAT_I +  β1nCV + ε1 Where:  RATE_I is the instrument for initial interest rate for the line of credit, LSIZEP_I is the 
instrument for the size of the line of credit as a proportion of firm assets, COLLAT_I  is binary and is the instrument indicating the presence of a 
collateral requirement, and CV is the vector of control variables. 
 
In Table 4, COLLAT is regressed on the other three instrumental endogenous variables as well as the 
remaining independent variables.  In this case all three endogenous variables are statistically significant.  
As mentioned above, in Table 3 the presence of collateral had no impact on the likelihood of the borrower 
posting a personal guarantee. In contrast, Table 4 indicates that the presence of a loan guarantee 
(LOCG_I) serves to reduce the likelihood of collateral being pledged against the loan. Thus, while theory 
would suggest that both collateral and guarantees potentially reduce the loss given default on a loan, and 
hence, one may substitute for the other, the evidence presented in Table 4 suggest that the relationship is 
asymmetric. That is, loan guarantees appear to serve as a substitute for collateral but collateral is not a 
substitute for a personal loan guarantee.  As mentioned previously, with a guarantee the borrower is likely 
pledging his or her personal assets, while with collateral corporate assets are being pledged. Thus, the 
results suggest that in some sense, guarantees represent a higher form of security than collateral. The 
coefficient on the loan rate (RATE_I) is also negative suggesting collateral is implicitly priced since the 
borrower may reduce the loan rate by posting collateral. On the other hand, the size of the loan (LSIZEP) 
is positively related to the use of collateral suggesting that the lender is attempting to reduce loss given 
default as the size of the LOC increases.  Among the remaining variables the following are positively 
related to the use of collateral: 1) greater firm profitability (INC), longer the loan maturity (TERM), the 
greater the age of the firm (FAGE), distance from borrower (DISTANCE), and the use of compensating 
balances (COMPBAL). The factors which tend to reduce the likelihood of using collateral are: 1) the 
excess of the loan over the requested loan amount (GRANTPCT), the length of the lending relationship 
(RELATE), the number of full-time employees (EMPLOY),  the level of fixed assets (PPE), and the 
number of number of lines of credit outstanding (NUMLOC).  In terms of accuracy, the percent of 
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concordant observations is 79.5%, the percent of discordant observations is 20.4%, and a concordant to 
discordant ratio of 3.9, with virtually no ties.   
 
Table 4:  Logistic Regression (Stage 2) with Collateral as Dependent Variable 
 

 Expected  Wald  
Parameter Sign Estimate Chi-Square Significance 
Intercept  -0.004 0.000  
LOCG_I - -0.950 3.310 * 
RATE_I - -0.483 17.447 *** 
LSIZEP_I + 0.405 10.437 *** 
FSIZE  0.195 6.598 ** 
LEVERAGE  0.021 0.063  
FEES  7.578 1.443  
CASH  -0.445 0.668  
INC  1.289 11.714 *** 
TERM  0.007 8.235 *** 
FAGE  0.013 3.787 * 
NINST  0.063 1.886  
GRANTPCT  -0.352 8.514 *** 
RELATE  -0.003 9.795 *** 
LIMLIAB  -0.169 0.330  
FIXED  0.372 1.577  
DISTANCE  0.025 15.021 *** 
COMPBAL + 1.121 9.448 *** 
EMPLOY  -0.003 5.094 ** 
RATEOVRINDEX  -0.031 0.177  
PPE  -1.332 12.483 *** 
OWNMGR  -0.224 1.090  
NUMLOC  -0.198 3.283 * 
     
Concordant (%) 79.5  Somer's D 0.591 
Discordant (%) 20.4  Gamma 0.591 
Ties (%) 0.1  Tau - a 0.292 
Pairs 246078  c 0.795 

This table presents the results of a second stage logistic regression where COLLAT (indicating presence of a collateral requirement) is the 
dependent variable.  The estimated equation is: COLLAT = α11 + β11RATE_I + β12LSIZEP_I + β13LOCG_I +  β1nCV + ε1 Where:  RATE_I is the 
instrument for initial interest rate for the line of credit, LSIZEP_I is the instrument for the size of the line of credit as a proportion of firm assets, 
LOCG_I  is binary and is the instrument indicating the presence of a loan guarantee, and CV is the vector of control variables. Significance 
denoted by  ***, **, * for the 1%, 5%, and 10% level, respectively. 
 
In Table 5, the loan rate (RATE) is regressed on the other three endogenous variables and the remaining 
independent variables. Consistent with the asymmetric relationship between loan guarantees and 
collateral mentioned above, the loan guarantee (LOCG_i) is negatively related to the loan rate while the 
loan collateral is not. As mentioned earlier the presence of a loan guarantee reduces loss given default 
(LGD), which is a component in the risk premium a bank incorporates into the loan rate. Firm size 
(FSIZE) and the loan rate are negatively related suggesting that larger firms have greater bargaining 
power.  Of the remaining explanatory variables the following have a positive and significant  relationship 
with the loan rate: 1) loan fees (FEES), 2) length of the lending relationship (RELATE), fixed interest rate 
(FIXED), interest rate premium over the market rate index (RATEOVRINDEX), if the manger and owner 
are the same (OWNMGR), and the number of lending relationships used by the firm (NINST).  The 
following variables are negatively related to the loan rate: 1) firm profitability (INC), 2) length of the loan 
(TERM), and 3) the total number of full-time employees (EMPLOY). While it may seem surprising that 
the longer the banking relationship the higher the interest rate, the “hold-up” theory of the lending 
relationship suggests that banks often attempt to extract economic rents from their long time customers. 
As the lending relationship matures both the borrower and especially the lender have invested 
considerable time and effort to develop the relationship. The durability of this relationship reflects a form 
of “implicit capital” both parties have invested. The lender in particular is interested in maximizing the 
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return on this investment, and hence attempts to extract economic rents in the form of higher loan rates.  
The adjusted R-square and F-value for the model are 0.41 and 22.9, respectively. 
 
Table 5: OLS Regression with Interest Rate as Dependent Variable 
 

 Expected Parameter   
Variable Sign Estimate t Value Significance 
Intercept  1410.404 8.82 *** 
COLLAT_I - 0.337 0.8  
LOCG_I - -0.872 -2.46 ** 
LSIZEP_I ? -0.063 -0.82  
FSIZE  -0.263 -5.13 *** 
LEVERAGE  -0.031 -0.54  
FEES  27.141 7.39 *** 
CASH  -0.149 -0.38  
INC  -0.577 -2.14 ** 
TERM  -0.004 -2.81 *** 
FAGE  -0.006 -1.42  
RELATE  0.002 2.89 *** 
LIMLIAB  -0.256 -1.24  
FIXED  1.501 8.72 *** 
DISTANCE  -0.002 -1.56  
COMPBAL ? 0.262 1.1  
EMPLOY  -0.002 -2.52 ** 
RATEOVRINDEX  0.341 7.02 *** 
PPE  0.321 1.19  
OWNMGR  0.319 2.15 ** 
NUMLOC  -0.017 -0.22  
NINST  0.138 4.32 *** 
GRANTPCT  0.052 0.81  
     
Adj. R-squared  0.41   
F statistic  22.86  *** 

This table presents the results of a second least squares (2SLS) regression where RATE (initial interest rate).  The estimated equation is: : RATE 
= α11 + β11LOCG_I + β12LSIZEP_I + β13COLLAT_I +  β1nCV + ε1 Where:  LOCG_I is the instrument for the presence of a loan guarantee, 
LSIZEP_I is the instrument for the size of the line of credit as a proportion of firm assets, COLLAT_I  is binary and is the instrument indicating 
the presence of a collateral requirement, and CV is the vector of control variables. Significance denoted by  ***, **, * for the 1%, 5%, and 10% 
level, respectively. 
 
In Table 6, loan size as a percent of total firm assets (LSIZEP) is regressed on the other three endogenous 
variables. Both loan guarantee (LOCG_I) and loan rate (RATE_I) are negatively related to loan size. This 
may be explained by the fact that small borrowers requesting smaller loans are less diversified and hence 
potentially riskier, leading to both higher interest rates and a greater use of personal loan guarantees. Once 
again, it appears that there is an asymmetric relationship between loan guarantees and collateral, with 
guarantee having the stronger impact (Note that the coefficient collateral is negative but not statistically  
significant). Among the other explanatory variables the following have a positive relationship with loan 
size: 1) firm leverage (LEVERAGE), 2) loan fees (FEES), 3) firm profitability (INC), 4) limited liability 
(LIMLIAB), 5) number of employees (EMPLOY), and 6) the number of lending relationships (NINST). 
Among the explanatory variables with a negative relationship with loan size are: 1) the length of the 
lending relationship (RELATE), and 2) and the interest rate premium over the market rate index 
(RATEOVRINDEX). Once again there is evidence of a “hold-up” effect as demonstrated by the negative 
relationship between loan size and the durability of the lending relationship. One way for the lender to 
extract economic rents from the relationship is to make not only higher priced loans but to reduce the size 
of the loan. This limits the lenders risk at the expense of the borrowers financing needs.   The adjusted R-
square and F-value for the model are 0.32 and 17.2, respectively. 
 
Hypothesis H1 indicates that loan guarantees lower the interest rate charged.  The results indicate that the 
presence of a loan guarantee is in fact associated with a lower rate of interest, however, when loan 
guarantee is the dependent variable, the loan rate is not significant.   The follow-on statement in H1states 
that collateral lowers the interest rate is weakly supported.  The presence of collateral does not 
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significantly affect the interest rate when the loan rate is the dependent variable.  However, higher interest 
rates are associated with a lower likelihood of collateral use when collateral is the dependent variable.  
 
Hypothesis H2, which states that lines of credit will be larger in the presence of a loan guarantee can be 
rejected.  The coefficient on loan guarantees (LOCG_I) is negative and statistically significant where loan 
size is the dependent variable.  In this case, loan guarantees appear to be associated with smaller, perhaps 
riskier loans. Consistent with this explanation, loan guarantees are associated with higher leverage.  In a 
related fashion, hypothesis H2 also states that lines of credit will be larger when collateral is required.  
The insignificant empirical results suggest that the presence of collateral does not explain the size of the 
loan when loan size is the dependent variable.  However, larger loans increase the probability that 
collateral will be required when COLLAT is the dependent variable. Consistent with Chakraborty and Hu 
(2006), the length of the banking relationship is significant is all the regressions.  A longer relationship is 
associated with a lower probability of both a loan guarantee and collateral requirements, but is associated 
with higher interest rates and smaller lines of credit, which may indicate that banks are trying to earn 
economic rents from their long-term borrowers. However, the estimates suggest the practical effect is 
minimal as the coefficients are all quite small.   
 
Table 6:  OLS Regression with Loan Size as the Dependent Variable 
 

 Expected Parameter   
Variable Sign Estimate t Value Significance 
Intercept  4.965 9.14 *** 
COLLAT_I + -0.341 -1.43  
LOCG_I + -0.815 -3.96 *** 
RATE_I ? -0.182 -3.84 *** 
FSIZE  -0.270 -9.27 *** 
LEVERAGE  0.305 9.86 *** 
FEES  10.543 4.1 *** 
CASH  -0.232 -0.99  
INC  0.384 2.44 ** 
TERM  -0.001 -0.58  
FAGE  0.002 0.79  
RELATE  -0.001 -2.94 *** 
LIMLIAB  0.576 4.71 *** 
FIXED  -0.230 -1.82 * 
DISTANCE  0.002 1.93  
COMPBAL ? 0.083 0.59  
EMPLOY  0.001 2.67 *** 
RATEOVRINDEX  -0.064 -2.01 ** 
PPE  -0.024 -0.15  
OWNMGR  -0.070 -0.81  
NUMLOC  -0.009 -0.2  
NINST  0.034 1.78 * 
GRANTPCT  0.036 0.95  
     
Adj. R-squared  0.32   
F statistic  17.2  *** 

This table presents the results of a second least squares (2SLS) regression where LSIZEP (size of line of credit over assets).  The estimated 
equation is: LSIZEP = α11 + β11LOCG_I + β12RATE_I + β13COLLAT_I +  β1nCV + ε1 Where:  LOCG_I is the instrument for the presence of a 
loan guarantee, RATE_I is the instrument for the initial interest rate for the line of credit, COLLAT_I  is binary and is the instrument indicating 
the presence of a collateral requirement, and CV is the vector of control variables. Significance denoted by  ***, **, * for the 1%, 5%, and 10% 
level, respectively  
 
Furthermore, loan guarantees appear to be used more frequently by limited liability firms and are also 
used more frequently by more highly leveraged firms. On the other hand, longer banking relationships are 
associated with less frequent use of guarantees.  The interest rate and size of the line of credit offer no 
significant explanation for the presence of a loan guarantee.  The use of collateral also does not explain 
the use of loan guarantees. The interest rate charged is lower in the presence of a loan guarantee, but is 
not significantly affected by the use of collateral or compensating balances. Loan guarantees are 
associated with smaller loans, possibly an indication of lower credit quality.  It appears that lower credit 
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quality is addressed though the use of loan guarantees and by limiting the size of lines of credit granted.. 
In this case, loan size and guarantees appear to be complementary. This provides evidence that credit 
rationing is taking place 
 
CONCLUSION 
 
In our research, loan guarantees are found to have a negative effect on the size of loans and also a 
negative effect on the interest rate of the loans.  There is some evidence that loan guarantees and 
collateral are asymmetric substitutes as the presence of a loan guarantee lowers the likelihood of a 
collateral requirement but the opposite is not true. Collateral does not appear to be substitute for land 
guarantees. Furthermore, measures of liquidity and leverage affect the use of loan guarantees, while they 
do not significantly affect the use of collateral.  The presence of more fixed assets lowers the likelihood of 
both loan guarantees and collateral.   Both loan guarantees and collateral are explained, in part, by the 
ratio of the amount of credit granted to that applied for.  However, the signs are different, so loan 
guarantees are more probable as the loan amount increases while collateral requirement are less likely.  
Perhaps this is once again a reflection that the two are substitutes.  The variable GRANTPCT suggest that 
there is more room to bargain with collateral requirements and loan guarantees than interest rates or the 
final size of the line of credit.   
 
As reported by Brick & Palia (2007), there is some evidence of simultaneity among the terms of lending  
which if not accounted for may provide inconsistent results. Brick & Palia (2007) and others examine the 
effects of the strength of the lending relationships on the terms of lending. Various authors have found 
little or no significant effect.  In this research, the length of the lending relationship is considered a proxy 
for the strength of the relationship. Furthermore, the model includes an additional variable, which reflects 
the number of lending relationships a firm relies upon. If both variables measure an important aspect of 
the lending relationship, their signs should be opposite. Holding all else constant, a longer relationship is 
presumed to indicate a stronger relationship, while a greater number of lending relationships might 
suggest a weaker relationship.  The empirical evidence suggests that multiple banking relationships do in 
fact reflect a weaker lending relationship. Furthermore, for loan guarantees a longer (stronger) lending 
relationship is associated with a lower probability of a guarantee. For collateral, only the length of the 
relationship is significant, but it too indicates that a longer relationship is associated with a lower 
probability of collateral.  In the case of the loan rate, the two variables have the same sign, while in the 
loan size equation a stronger relationship is associated with smaller loans, contrary to what might be 
expected. As mention in the beginning, the precise terms of any given loan reflect the results a complex 
set of negotiation between the borrower and the lender where various trade-off exist between the 
individual terms of lending.  
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ABSTRACT 

 
This study focuses on determining whether short-term market inefficiencies exist that can be periodically 
exploited by investors. Berkshire Hathaway’s dual class stock with differential voting rights and one- way 
conversion option provides a unique opportunity to investigate this issue while controlling for other 
exogenous variables that could bias the findings. Given the investor attention directed toward Berkshire 
Hathaway, and the company’s famous CEO Warren Buffett, this company’s stock should always trade in 
an efficient market. The results suggest that Berkshire Hathaway class B shares tend to have significantly 
higher opening prices and Berkshire Hathaway class A shares tend to have higher closing prices, 
although both A and B shares have similar average daily returns.  Price dynamics may create unique 
arbitrage opportunities for investors.  However, the higher overnight returns for B shares may be offset 
by higher volatility embedded in the B shares. 
 
JEL: G11; G12; G14 
 
KEYWORDS: Dual class stock, market efficiency, asset pricing, volatility 
 
INTRODUCTION 
 

erkshire Hathaway’s dual classes of common stock with differential voting rights and one-way 
convertibility provide a unique opportunity to study market efficiency in the short run. Both class 
A and class B shares are based on the same corporate fundamentals but class A shares are 

convertible to 30 shares of class B stock. However 30 class B shares can never be converted to one share 
of class A stock. Holding everything else constant, class B shares should trade for exactly 1/30th of class 
A’s stock price.  
 
In addition to the conversion differences class B shares carry lower voting rights with each class B share 
voting at only 1/200th of its class A counterpart. In other words an investor holding 30 shares of class B 
stock only possesses 15 percent of the voting power of one class A share even while owning the same 
fraction of the company.  Since several studies including Megginson (1990) and DeAngelo and DeAngelo 
(1985) maintain that shares of stock with superior voting rights sell at a premium the expectation is that 
class B shares should always trade at a slight discount to class A shares. The inferior voting rights should 
keep class B shares trading at a lower price than its fractional class A value but arbitrage will also keep 
the prices closely in line. If class B shares increase too high relative to class A then class A shareholders 
will convert and sell class B pushing the price back to equilibrium with class A. In addition, both classes 
of stock should share the same risk characteristics. Given sufficient adjustment time we fully expect these 
price and risk relationships to hold. However, what about in the short run? Are there opportunities for 
profit that exist for alert day-traders? In this study we investigate whether Berkshire Hathaway class A 
and class B stock maintains the expected price and risk relationship in the very short run.   
 
The purpose of this paper is to further investigate short-run market efficiency issues. Given the ubiquitous 
nature of short-term traders it would be useful to see if temporal market inefficiencies do indeed exist that 
short-term traders can arbitrage for profit. Jordan and Diltz (2003) in their study of 324 day traders find 
that opportunities for short-term trading profits do exist. Their findings indicate that 36 percent of day 

B 
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traders make some money and approximately 20 percent of day traders were marginally profitable. 
However there is no evidence to indicate whether the profits were due to momentum strategies as Jordan 
and Diltz’s (2003) findings suggest or actual short-term market inefficiencies. Using Berkshire 
Hathaway’s dual class stock in this study enables us to focus solely on the issue of whether short-term 
market inefficiencies do indeed periodically exist even for a widely followed company.    
 
The remainder of the paper is organized in the following manner. In section two we provide a brief 
discussion of the relevant literature. Section three provides information on data collection, methodology, 
and a presentation of the various models used in this study. In section four we discuss the empirical 
results and in section five we provide some concluding remarks with suggestions for future research.  
 
LITERATURE REVIEW 
  
Several studies use a single firm as an opportunity to evaluate certain issues and simultaneously control 
for other exogenous variables. Perhaps the most famous series of studies involves Citizens Utilities 
Company. Citizens Utilities offered two classes of common stock that differed based on dividend payout. 
Class A shares received stock dividends while Class B shares received cash dividends. This unique 
arrangement provides a controlled laboratory for finance researchers to study dividend relevance issues 
and the impact of taxes on dividend policy. The Citizens Utilities Company was the sole data source for 
several studies investigating this issue further including Long (1978), Poterba (1986), Sterk and 
Vandenberg (1990), and Hubbard and Michaely (1997).  
 
Another single-firm study used Berkshire Hathaway returns due to the fact that the company’s Chief 
Executive Officer, Warren Buffet, is considered to be an investment genius by many people in the 
investing community. Christopherson and Gregoriou (2004) look at a number of macroeconomic factors 
and other market variables in an attempt to develop a model forecasting Berkshire Hathaway’s returns 
and provide additional detail on the various investment metrics utilized by Buffet. For the purposes of this 
study the widespread investor focus on Berkshire Hathaway stock should contribute to greater price 
efficiency of the company. If short-term price inefficiencies do exist for Berkshire Hathaway these 
inefficiencies should be even greater, or occur with greater frequency, for companies with thinner market 
followings.   
 
The dual class stock literature provides a unique opportunity to evaluate a number of financial and 
managerial issues. Several of these studies look at voting issues related to differential voting rights often 
assigned to different classes of a company’s stock. Jensen and Meckling’s (1976) agency theory paper 
suggests that the separation of ownership and control will result in management consuming excess 
perquisites unless some monitoring mechanism prevents them from doing so. The vote assigned to 
common stock is one such mechanism. As such, voting rights have value to shareholders because it 
affords them the opportunity to control the board and thereby exert pressure on management to behave in 
a manner consistent with shareholder wealth maximization. 
 
According to Swisher (2006) the dual class structure is often adopted to allow managers and/or original 
owners to raise equity and simultaneously maintain control through retention of superior voting shares. 
Swisher’s study specifically evaluates stock returns of companies with dual classes of common stock and 
determines that contrary to Dann and DeAngelo (1988) the stock of firms with dual class offerings does 
not trade at a discount. The study postulates that management with voting control may have greater 
freedom to make long-term decisions instead of succumbing to investor pressure for less optimal short 
term decisions.   
 
Smith and Amoako-Adu (1995) studied dual class shares listed on the Toronto Stock Exchange to 
determine whether shares with superior voting rights traded at a premium to their paired inferior voting 
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right shares. Their findings indicate that investors do assign a slight premium to voting rights. DeAngelo 
and DeAngelo (1985) and Megginson (1990) provide consistent results of voting power commanding a 
premium. Hauser and Lauterbach (2004) approached the value of voting rights from a different 
perspective. Their study uses data from dual class reunifications where firms recapitalized their dual class 
stocks into one class of common equity. Shareholders with superior voting rights were compensated in 
most cases with additional shares of the new equity. The size of the “share compensation” was directly 
related to family controlled firms and inversely related to institutional holdings. However, the higher the 
vote concentration lost during the reunification, the higher the additional share compensation.  
 
Ang and Megginson (1989) compiled results from five U.S. studies on dual class premiums and reported 
that the average premium paid to superior voting rights shareholders was 5.4 percent. The five studies 
included DeAngelo and DeAngelo (1985), Jarrel and Poulsen (1988), Lease, McConnell, and Mikkelson 
(1983 & 1984), and Partch (1987). Nenova (2003) conducts a cross-country study using 661 dual class 
firms from 18 different countries. Nenova (2003) determines that legal differences, takeover regulations, 
and other country specific issues explain only about two-thirds of the price differential between dual class 
shares. While the average price differential varies substantially depending on the country it does appear to 
exist in the 18 countries included in this study.                    
 
One study by Robinson, Rumsey, and White (1996) focuses on dual class equity and concludes that 
voting rights do help explain price differentials but investors also require a “significant time period to 
assess and incorporate into prices the information contained in series of complex events.” Foerster and 
Porter’s (1993) study provides some support for this finding in their result that the premium assigned to 
superior voting shares is not constant over time. Since the literature consistently supports the value 
associated with common stock voting rights we would expect Berkshire Hathaway class A shares with 
superior voting rights to trade at a slight premium over class B shares. However, given the adjustment 
period identified in Robinson, Rumsey, and White (1996) and the temporal fluctuations identified by 
Foerster and Porter (1993) this expected premium may not persist at all times.  
 
A study by Froot and Dabora (1999) that focuses on trade location finds that the level of market activity 
can impact price. Their study evaluated the price behavior of three ‘Siamese twin’ companies that trade in 
different markets. Since the fundamentals are identical one would expect the asset prices to be identical. 
However, even after controlling for exchange rate differentials, differences in dividend income, and taxes 
they find that price differentials continue to exist between ‘twin’ firms traded in different markets. One 
noticeable difference in these firms was level of market activity from one location to another. Firms with 
more active markets resulted in higher prices. The authors conclude that some market segmentation does 
exist but are unable to pinpoint the primary cause. These results might suggest that Berkshire Hathaway 
Class A and Class B shares might exhibit some price differentials during trading hours with lower volume 
and prices might converge during higher volume trading periods. 
 
Volatility issues surrounding overnight trades are also of interest. Do investors perceive one class of 
Berkshire Hathaway stock to have greater risk than the other class? Since risk should be associated with 
the expectation of cash flows one would expect both Class A and Class B shares to exhibit similar 
volatility. However research does support volatility differences in overnight trades versus daytime trades 
of the same stock.  Amihud and Mendelson (1987) look at the 30 stocks in the Dow Jones Industrial 
Average and find greater return volatility in open-to-open trades versus close-to-close trades. Another 
study by George and Hwang (1995) finds similar results in the Japanese market. Oddly, this return 
volatility is not exhibited in companies with lower trading volume. Zhang et al (2007) conducts a similar 
study using Chinese stocks and finds volatility differences exist for the same stock when looking at open-
to-open returns versus close-to-close returns. Kim and Kim (2007) evaluate return and volatility issues in 
different markets using dual-listed stocks. Daytime and overnight returns are evaluated for 114 different 
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stocks. Their findings indicate that price and volatility spillover is stronger when the stock listed on the 
overseas market opens trading on the overnight U.S. ADR market.  
 
Ulibarri (1998) finds that after hours price changes and changes in volume are due to the release of new 
information after the markets closed. Consistent with Ulibarri (1998) much of the volatility difference in 
each of these studies could be attributed to the release of new information after trading in the home 
market has ended for the day. In any case, the authors are aware of no study to date that evaluates 
overnight volatility differences between dual classes of common stock issued by the same company.  
 
Since Berkshire Hathaway is a U.S. listed company we would expect minimal overnight differences in 
both returns and volatility unless relevant new information is released. However, we would expect no 
differences to exist in the reaction to new information of Class A stock and Class B stock in either returns 
or volatility. In other words both classes of Berkshire Hathaway stock should respond in the same manner 
to the release of new information so price swings and volatility reaction should be consistent in the 
overnight markets. For these reasons Berkshire Hathaway’s dual class stocks with large investor 
followings provide a unique opportunity to evaluate market efficiency in terms of both price and 
volatility.                                         
 
DATA AND METHODOLOGY 
 
The daily stock prices for Berkshire Hathaway class A and B shares and S&P 500 Stock Index are used in 
this study.  The data are downloaded from Yahoo.com and cover a period of May 9, 1996 through June 
30, 2008.  When the data are converted into some return ratios, one observation is lost.  In addition, 
trading information for class A shares is missing on six trading days: February, 23, 2000, June 2 and 9, 
2000, August 28 and 29, 2000, and February 1, 2002.  Therefore, the actual sample used in analysis 
includes 3,049 observations.   
 
The sample ends ahead of the current economic recession, in order to avoid the possible skewness caused 
by extreme volatility in stock prices. Both the daily stock prices for Berkshire Hathaway class A and B 
shares and S&P 500 Stock Index show excessive volatility over the period of July1, 2008 to December 
31, 2009. The tremendous volatility altered normal relationships we plan to analyze in this paper.  
Therefore, we exclude this period in our analysis.  In addition to the volatility problem, the class B shares 
experienced a 50:1 split on January 21, 2010.  Even though the split itself cannot change any 
relationships, it did occur in a volatile time. This is another reason why we did not include any data after 
June 30, 2008. We use following three return ratios and a volatility ratio to assess risk and return 
characteristics of A and B shares: 
 
(1). Daily returns, (close price - previous close price)/previous close price, is a measure of total returns 
between two trading days.  It catches information released during a 24-hour period, the previous closure 
of the stock market to the current closure, in addition to holidays and weekends.  In order to differentiate 
sensitivities of stock prices to day time and overnight information, the daily return ratio is broken into two 
sub-ratios for day time and overnight returns, respectively. 
 
(2). Daytime returns are measured as (close price – open price)/open price.  All information, mainly 
domestic, released during trading time should be reflected in this ratio. 
 
(3). Overnight returns reflect information available after market closure, mostly from overseas.  The ratio 
is calculated by (open price - previous close price)/previous close price. 
 
(4). Volatility ratio, log (high price)-log (low price), measures the maximum swing in stock prices during 
a trading day. 
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All variables are measured in percentage change or growth form and proven to be I(1) by Augmented 
Dickey-Fuller unit root test (results are available upon request).  
 
For each ratio class A and B shares represent two independent random samples and a test for equality of 
population means without the assumption of equal variances suggested by Newbold (1995) is conducted. 
The approximate t-test of equal means is calculated as the following: 
 
𝑡𝐴 = 𝑥1−𝑥2

�𝜎�12 𝑛1+ ⁄ 𝜎�22 𝑛2⁄
,                      (1) 

where, tA  represents the t-statistic, 𝑥 and 𝜎�2 indicate means and variances for class A and B 
shares. 
 
In order to examine differences in stock market sensitivities of stock returns of class A and B 
shares, we estimated the following two-equation system: 
 
𝑌𝐴 = 𝛼𝐴 + 𝛽𝐴𝑀 + 𝜀𝐴 
𝑌𝐵 = 𝛼𝐵 + 𝛽𝐵𝑀 + 𝜀𝐵 
𝑇𝑒𝑠𝑡: 𝛽𝐴 = 𝛽𝐵 ,          (2) 
 
where 𝑌𝐴 𝑎𝑛𝑑 𝑌𝐵 are daily, daytime or overnight stock returns for class A and B shares, 
respectively.  𝛽𝐴 𝑎𝑛𝑑 𝛽𝐵 are class A and B stocks’ regression coefficients of stock market, M, 
represented by percentage changes in S&P 500 Stock Index.  The coefficients of stock market 
measure sensitivities of class A and B shares to the stock market. The result of the t-test can tell 
if the null hypothesis of equal stock market coefficients for class A and B shares should be 
accepted or rejected. 
 
We also use the t-test to examine if investors need to pay a premium for more voting rights and 
one-way conversion privilege attached to the class A shares.  The null hypothesis is that the 
premium equals zero.  We calculate and test two types of premiums as follows: 
 
1- Daytime premium = (close price of A – 30*close price of B)/30*close price of B.  
2- Open premium = (open price of A-30*open price of B)/30*open price of B. 
 
RESULTS 
 
Compared to class B shares, class A shares have advantages in voting and conversion rights which may 
be acquired by paying a one-time premium as suggested by our results (Table 1).  The premiums paid by 
class A shareholders for extra voting rights and conversion privilege are significantly different from zero.   
The result is in line with previous findings that investors have to pay a premium for additional stock 
voting rights, for example, Smith and Amoako-Adu (1995), Hauser and Lauterbach (2004) and Swisher 
(2006). Since both class A and B shares are issued by the same company, returns and price volatility in 
both class A and B shares should not deviate far from each other.  Therefore, we hypothesize that class A 
and B shares share similar return and risk characteristics. The traditional daily return ratio supports our 
hypothesis.  The ratio has a mean of 0.051% for both class A and B shares, and its standard deviations are 
also close for class A and B shares, 1.444% vs. 1.414% (Table 1).  Nevertheless, inconsistency is revealed 
in intraday changes.  Overnight returns for class B shares have a mean of 0.064%, in contrast to 0.027% 
for class A shares.  The difference is significant at the five percent level.  However, daytime returns tell a 
different story.  Although the average daytime return rate for class A shares is higher, 0.024%, compared 
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with a -0.012% for class B shares, results of the equality test suggest that there are no significant 
differences in daytime returns and their variances (Table 1).  The results suggest that class B shares tend 
to have higher opening prices and class A shares tend to have higher closing prices.  The stock price 
behavior may reflect an intraday adjustment due to the stock conversion.  As Buffett (2003) points out 
when the price of class B shares rises above 1/30th of the price of class A shares, investors may buy class 
A shares and immediately convert them into class B shares to realize arbitrage profits.  The increase in the 
demand for class A shares bids up the class A prices and the conversion of class A to class B shares 
pushes down the class B prices.  The process continues until the arbitrage opportunity disappears.  
However, if the process is overdone, it may make the class B prices more attractive and thus lead to the 
higher opening prices for class B shares and eventually another potential arbitrage opportunity. 
 
The higher overnight returns for class B shares may be a reason for investors to buy class B shares at 
discounted prices (compared to the premium prices for class A shares).  However, this benefit may be 
offset by greater risks involved in the class B shares. The class B shares display much higher volatility 
than class A shares. The volatility ratio for the class B shares is 1.65 and 1.395 for the class A shares.  
The difference is significant at the one percent level.  Results in Table 1 indicate that the class B share 
prices are more volatile with much larger trading volumes during the entire trading period, but the 
average return rate over the entire trading day is almost at or slightly below zero. 
 
Table 1: Summary Statistics (in percent, except for VolumeA and VolumeB):  May 10, 1996 through 
June 30, 2008  
 

Variable                    Mean  Std. Deviation  Minimum                    Maximum 
DayA   0.024  1.293   -6.627     8.989 
DayB  -0.012  1.309   -6.182   10.462 
NiteA   0.027  0.631   -7.647     7.500 
NiteB   0.064  0.651   -9.591     8.643 
DailyA   0.051   1.444   -7.401   10.227 
DailyB   0.051  1.414   -6.771   11.753 
VolatilA                    1.396  1.197    0.000   10.446 
VolatilB                    1.642  1.187    0.000   11.248 
VolumeA                    35849  29589    0   332000 
VolumeB                    1090600                   952380                     300   17867000 
 
Equality Tests for A Shares vs. B Shares 
   T-test of equal means                    F-test of equal variances 
DayA vs. DayB   1.091 (0.275)   1.025 (0.493) 
NiteA vs. NiteB  -2.257 (0.024)**   1.064 (0.089)* 
DailyA vs. DailyB   0.003 (0.998)   1.043 (0.241) 
VolatilA vs. VolatilB  -8.057 (0.000)***   1.018 (0.622) 
VolumeA vs. VolumeB -61.12 (0.000)***   1036.0 (0.000)*** 
 
Test of hypothesis: Mean = 0 
Mean of Daypre = 0.515,       Std. Deviatoin of Daypre = 1.111,      t-statistic = 24.154(0.000)*** 
Mean of Openpre = 0.446,     Std. Deviation of Openpre = 1.083,    t-statistic = 22.741(0.000)*** 

DayA and DayB are day time returns, (close price-open price)/open price, for A and B shares, respectively. NiteA and NiteB are overnight 
returns, (open -previous close)/previous close, for A and B shares, respectively. DailyA and DailyB are daily returns, (close -previous 
close)/previous close, for A and B shares, respectively. VolatilA and VolatilB are daily volatilities, log (high price)-log (low price), for A and B 
shares, respectively. VolumeA and VolumeB are trade volumes for A shares and B shares, respectively. Daypre=(closeA –30*closeB)/30*closeB; 
Openpre=(openA-30*openB)/30*openB. P-values are in parentheses. *, **, *** indicate significance at the ten, five, and one percent levels, 
respectively. Although the null hypothesis of equal variances between VolumeA and VolumeB is rejected, the t-statistic and its p-value remain the 
same as reported in the table. Number of observations is 3049.  The following trading dates are deleted, due to lack of  trading information for A 
shares: 2/23/2000, 6/2/2000, 6/9/2000, 8/28/2000, 8/29/2000, and 2/1/2002. 
 
Table 2 reports sensitivities of class A and B shares to the stock market.  We estimate the market model 
for the three return ratios and volatility ratio.  There are no significant differences detected in sensitivities 
of class A and B shares to the stock market, in terms of daily returns.  For daytime returns, class B shares 
display higher stock market sensitivity than class A shares do, although the difference is marginally 
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significant at the ten percent level.  The similar stock market sensitivities of daily and daytime returns for 
class A and B shares may explain why daily and daytime returns for the class A and B shares are 
statistically equal (Table1).  However, in the case of overnight returns, the constant term for class B 
shares is 0.001 with a t-value of 5.60, in contrast to that for class A shares of 0.000 with a t-value of 2.48.  
The larger constant term in the market model suggests that class B shares are more sensitive to the 
overnight information which may not be reflected in the domestic market portfolio.  The result is in line 
with the Kim and Kim’s (2007) finding that stock price and volatility spillover is stronger when the stock 
listed on the overseas market opens trading on the overnight U.S. ADR market.  Moreover, fluctuations in 
the prices of class B shares demonstrate a significant higher sensitivity to the stock market volatility than 
class A shares do.  The result is not surprising, given the fact that the average volatility ratio for class B 
shares is significantly higher than that for class A shares (Table 1).  In addition, the average daily returns 
for class A and B shares are virtually same.  There is no meaningful financial motivation to convert class 
A shares into class B shares, unless the arbitrage opportunity mentioned above can bring returns large 
enough to compensate higher volatility embedded in the class B shares. 
 
Table 2: Sensitivities of A and B Shares to the Stock Market (Independent Variable: S&P 500 Stock 
Index) 
 

Dependent variable                   Constant                   Coefficient of DaySP                     R2 (%) 
DayA     0.000   0.260     5.09 
     (0.72)   (12.79)*** 
 
DayB    -0.000    0.276     5.60 
    (-0.88)   (13.45) *** 
T-test of equal coefficients of DaySP: -1.752  P-value: 0.080* 
Dependent variable                     Constant                    Coefficient of NiteSP                     R2 (%) 
NiteA     0.000   1.149     0.08 
     (2.48)**                     (4.96)*** 
 
NiteB     0.001   1.480     1.25 
     (5.60)***                     (6.22)*** 
T-test of equal coefficients of NiteSP: -2.074 P-value: 0.038** 
Dependent variable                     Constant                    Coefficient of DailySP                    R2 (%) 
DailyA     0.000   0.385     9.01 
     (1.61)   (17.37)***  
 
DailyB     0.000    0.387     9.51 
     (1.64)*                     (17.89)*** 
T-test of equal coefficients of DailySP: -0.251 P-value: 0.802 
Dependent variable                      Constant                    Coefficient of VolatilSP                    R2 (%) 
VolatilA                       0.006   0.546     14.34 
     (16.08)***  (22.59)*** 
 
VolatilB                      0.008    0.594     17.28 
     (21.18)***  (25.23)*** 
T-test of equal coefficients of VolatilSP: -4.435 P-value: 0.000*** 

DayA and DayB are day time returns, (close price-open price)/open price, for A and B shares, respectively. NiteA and NiteB are overnight 
returns, (open -previous close)/previous close, for A and B shares, respectively. DailyA and DailyB are daily returns, (close -previous 
close)/previous close, for A and B shares, respectively. VolatilA and VolatilB are daily volatilities, log (high price)-log (low price), for A and B 
shares, respectively. Variables with names ended with SP are based on S&P 500 Stock Indexes. t-values are in parentheses. *, **, *** indicate 
significance at the ten, five, and one percent levels, respectively. Number of observations is 3049.  The following trading dates are deleted, due to 
lack of  trading information for A shares: 2/23/2000, 6/2/2000, 6/9/2000, 8/28/2000, 8/29/2000, and 2/1/2002. 
 
CONCLUDING COMMENTS 
 
This paper investigates intraday changes in Berkshire Hathaway’s dual class common stocks with 
differential voting rights and one-way convertibility.  The sample used in this study contains 3049 
observations over a period of May 9, 1996 through June 30, 2008.  We conduct a t-test on the null 
hypothesis that average premium for obtaining class A shares with additional voting rights and one-way 
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conversion privilege is zero.  Our results suggest that investors do pay significant premiums to obtain 
extra voting rights and one-way conversion privilege embedded in the class A shares. The result is 
consistent with many previous studies. 
 
We create four series to examine return and risk characteristics of class A and B shares: daily returns, 
daytime returns, overnight returns, and volatility ratio.  While we find that the overall return and risk are 
priced in an efficient manner for both class A and B shares as evidenced by almost identical daily returns 
and their variations of the two classes of stocks, our results on intraday prices detect market inefficiencies 
over short intervals.  The results indicate that class B shares tend to have significantly higher opening 
prices and class A shares tend to have higher closing prices, although both class A and B shares have 
similar average daily returns.  Price dynamics may create arbitrage opportunities for investors. 
 
Investors may buy class A shares at the opening of the stock market when the price of class B shares rises 
above 1/30th of the price of class A shares.  It means acquiring class A shares at relatively low prices.  
Then the investors can immediately convert acquired class A shares into class B shares to realize arbitrage 
profits.  The increase in the demand for class A shares in morning may bid up the A prices and the 
conversion of class A to class B shares push down the B prices in the rest of the trading day.  The process 
continues until the arbitrage opportunity disappears.  Nonetheless, if the process is overdone, the A prices 
exceed 30 times of the B prices near the market closure, it may make the B prices more attractive.  The 
strong demand for class B shares may lead to the higher opening prices for class B shares.  It may indicate 
another potential arbitrage opportunity.  The intraday inefficiencies in the stock market cannot guarantee 
feasible arbitrage opportunities which require significant misprices to offset trading costs and tax 
liabilities. 
   
In addition, the higher overnight returns for class B shares may be counteracted by higher volatility 
embedded in the class B shares. Results of our two-equation (the market model) system indicate that class 
B shares are more sensitive to the stock market volatility, compared with class A shares. The above 
findings are solely derived from a single company.  Therefore, the intraday trading strategy discussed in 
this study is only relevant to Berkshire Hathaway dual listed stocks.  Nevertheless, the method of 
analyzing intraday pricing efficiency may be applied to other companies with dual listings or cross-
exchange listings to identify potential patterns of mispricing. 
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DECOMPOSITION OF THE ERROR TERM: A 

BOOTSTRAPPING APPROACH 
Ariful Hoque, University of Southern Queensland 

 
ABSTRACT 

 
There is agreement regarding the fundamental role of transaction costs in determining currency options 
market efficiency. However, the estimation of transaction costs in this relationship is controversial.  In 
this study, a bootstrapping approach is adapted to decompose the error term of the put-call parity 
regression analysis in order to estimate transaction costs. The currency option market is more than 95 
percent efficient with the estimated transaction costs. This robust transaction cost calculation will be 
valuable to traders and researchers as it eliminates dependence on crude proxies for transaction costs.  
 
JEL: G13; G14 
 
KEYWORDS: Transaction costs, error term decomposition, put-call parity, serial correlation, ARCH 

 
INTRODUCTION 

fficiency is the key factor in the functioning and development of options markets. Further, 
efficiency represents the equilibrium market price, which can be used as the market’s best forecast 
of the future options price (Hoque et al, 2009). The efficiency of an options market can be 

investigated by testing the put-call parity (PCP) relationship in the usual setting where the market is 
assumed to be frictionless. The PCP is a no-arbitrage relationship that must hold between the prices of a 
European call and a European put written on the same underlying currency, and having the same strike 
price and time to expiration. However, real financial markets are not frictionless, and therefore there is 
extensive literature on options market efficiency regarding the design of a PCP test with transaction costs. 

Furthermore, previous research has relied on the number of PCP violations that lead to arbitrage profits in 
order to determine options market efficiency. The PCP can be violated even for a fraction of a cent of 
arbitrage profit per unit of foreign currency options. PCP violations that generate non-attractive arbitrage 
profits can be considered outliers. The transaction costs can also contribute to filtering of these outliers in 
order to estimate reasonable arbitrage profits to deduce the efficiency of the options market. Undoubtedly, 
transaction costs play an important role in establishing options market efficiency based on an arbitrage 
profit strategy. 

The remainder of this paper is organized as follows. Section 2 briefly discusses the relevant literature. 
Section 3 describes the research methodology and the data. Section 4 provides analysis and interpretations 
of the empirical findings. Section 5 concludes the paper.  
 
LITERATURE REVIEW 

Phillips and Smith (1980) provided a systematic analysis of the transaction costs facing traders in the 
organized options market. They included explicit costs, in the form of commissions and other fees, and 
implicit costs such as bid-ask spreads for the pricing of transaction services. The explicit costs of 
commissions and other fees are institution-dependent. The implicit cost of the bid-ask spread is the 
difference between the highest quote to buy and the lowest offer to sell the asset in the market. Phillips 
and Smith (1980) also documented the transaction cost ranges for individual investors, options market 

E 
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makers and arbitrageurs when they initiate trades in either stocks or options.  That study indicated that 
relatively high transaction costs are incurred by individual investors, but refuted the assumption of several 
previous researchers that market maker transaction costs are negligible. The results indicated that the 
larger the transaction costs, the wider the band within which prices can swing without creating arbitrage 
opportunities. Further, Bhattacharya (1983) observed that not all transactions occur at the bid or ask price; 
a significant percentage occur within the bid/ask spread. 

Keim (1989) and Yadav and Pope (1990) estimated an average bid-ask spread of 1 percent in their PCP 
tests. Subsequently, Puttonen (1993) used an estimate of a 2 percent bid-ask spread for the Helsinki Stock 
Exchange, which is much more thinly traded than its U.S. and English counterparts, and the FOX index, 
which consists of the 25 most liquid stocks. Nisbet (1992) identified significant numbers of PCP 
deviations in the presence of bid-ask spreads which almost entirely disappear when commissions are 
taken into account with bid-ask spreads as transaction costs. Chateauneuf et al. (1996) observed that bid-
ask spreads differ from the traditional formalization of proportional transaction costs. Brunetti and 
Torricelli (2005) suggested that other types of costs (e.g., clearing fees, short selling costs) should also be 
considered in addition to bid-ask spreads and commissions in order to compute the transaction costs more 
precisely.  

El-Mekkaoui and Flood (1998) conducted PCP tests on exchange-traded (PHLX) German mark options 
market efficiency in the presence of transaction costs using intra-daily data. In that study, a foreign 
exchange transaction fee of 0.0625 percent was taken from Surajaras and Sweeney (1992). Note that Rhee 
and Chang (1992) used a transaction cost of 0.0409 percent for the spot Deutsche Mark (DEM). Mittnik 
and Rieken (2000) examined the informational efficiency of the relatively new German DAX-index 
options market in the presence of transaction costs. In that study, a fee of DM0.40 per contract for market 
makers trading DAX options at the German options and futures exchange (DTB) and 0.1 percent of the 
index value (half of the lowest discount-broker fee charged to private investors for trading German 
stocks) represented the trading costs. Hoque et al. (2008) used spot foreign exchange market spreads as a 
crude proxy for the transaction costs, because a reliable series of option market bid-ask quotes was not 
available for that sample.  

We summarize the findings of the literature on transaction costs as follows. Transaction costs vary across 
markets and currencies. There are two major categories of transaction costs: explicit (fixed transaction 
costs) and implicit (variable transaction costs). Fixed transaction costs (FTC) are institution-dependent 
and consist of all fees and commissions. Variable transaction costs (VTC) are currency-dependent and 
crucial to the accuracy of the estimates. In previous studies, options market bid-ask spreads or a 
percentage of the bid-ask spreads were used as proxies for VTC. In some studies, VTC was obtained from 
foreign exchange market bid-ask spreads due to the lack of available option market bid-ask spreads for 
the sample. In general, the literature does not provide a standard method to estimate transaction costs, 
particularly the VTC. 

Hoque et al. (2008) proposed the decomposition of the error term of PCP statistical analysis in order to 
examine the effects of transaction costs on PCP violation. Following them, we decompose the error term 
by employing a bootstrapping approach to estimate the transaction costs. This study addressed the 
controversial issue of transaction costs by implementing a standard method that eliminates the 
dependence on crude proxies for transaction costs. This paper includes six major currencies of world 
currency options (WCO) traded in the Philadelphia Stock Exchange (PHLX): Australian dollar (AUD), 
British pound (BP), Canadian dollar (CAD), Euro (EUR), Japanese yen (JPY) and Swiss franc (SF).  
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METHODOLOGY AND DATA 
 
We begin this section with descriptions of notations for variables used in this paper. In Table 1, names of 
the variables are given in column 1, followed by notations in column 2. In the last column, each variable 
is described in detail.     
  
Table 1: Notations and Descriptions of the Variables 
 

Variables  
 

Notations Descriptions 

Call price 
tC  Call price in domestic currency at time t. 

Put price 
tP  Put price in domestic currency at time t. 

Spot price tS  Spot price in domestic currency at time t for one unit of foreign currency. 

Strike price tX  Option exercise price in domestic currency at time t for one unit of foreign currency. 

Domestic interest rate d

t
R  Domestic currency risk-free interest rate at time t. 

Foreign interest rate f

t
R  Foreign currency risk-free interest rate at time t. 

Option life  T  Expiration time of the option. 
Transaction costs 

tTC  Total transaction costs estimated by decomposition of the error term  

 
Giddy (1983) and Grabbe (1983) were among the first to develop relationships for put and call options; 
these included the PCP theorem for foreign currency, which must be satisfied to prevent dominance or 
arbitrage possibilities. The PCP relationship is based on the arbitrage principle, as stated in Equation (1), 
 

f
tj

d
tj R

tjtj
TR

tjtj eSPeXC −− +=+ ,                (1) 
 
where .,,,,, SFJPYEURCADBPAUDj =∀   
 
If this relationship is violated, an arbitrage opportunity arises for a conversion or reversal strategy. The 
conversion strategy involves buying the foreign currency, writing a call, buying an equivalent put, and 
borrowing the present value of the exercise price. If an arbitrage opportunity does not exist, the present 
value of conversion strategy should be 
 

0≤




 −−−+ −−

tj
R

tjtj
TR

tjtj TCeSPeXC
f

tj
d
tj .              (2) 

 
Conversely, a reversal strategy consists of writing a put, buying a call, shorting the foreign currency, and 
lending an amount equivalent to the present value of the exercise price. If there is no arbitrage 
opportunity, the present value of the reversal strategy should be 
 

0≤




 −−−+ −−

tj
TR

tjtj
R

tjtj TCeXCeSP
d
tj

f
tj .              (3) 

 
In an efficient options market, these two strategies should not yield any profit. The testable PCP 
conditions then become 









−−−+= −−

tj
R

tjtj
TR

tjtjcj TCeSPeXC
f
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d
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and 

115



A. Hoque   IJBFR ♦ Vol. 5 ♦ No. 1 ♦ 2011 
 






 −−−+= −−

tj
TR

tjtj
R

tjtjrj TCeXCeSP
d
tj

f
tjψ ,              (5) 

where cjψ and rjψ are the arbitrage profits under the conversion and reversal strategies, respectively, 
when the options market is not efficient. Thus, testing all the above PCP conditions is equivalent to 
testing the hypothesis that the foreign currency options market is efficient when 0≤ijψ , where i = c 
(conversion) and r (reversal).  

Further rearranging Equation (1), we set ( ) tjtjtj YPC =−  and  tj
TR

tj
R

tj XeXeS
d
tj

f
ti =





 − −−  to develop 

regression equation (6),  
 

tjtjtj XY ελλ ++= 10 .                 (6) 
 
Following Hoque et al. (2008), who accommodates the potential autocorrelation and conditional 
heteroskedasticity in order to have unbiased and consistent inferences for λ0 and λ1 in Equation (6), note 
that under the null hypothesis that PCP is valid, the coefficients λ0  and λ1 should be 0 and 1, respectively, 
to conclude that the options market is efficient. Hoque et al. (2008) found that the null hypothesis is 
rejected for options market efficiency, whereas previous studies had found that the options market is 
essentially efficient with the transaction costs. We therefore assume that the error term of Equation (6) 
consists of the effects of transaction costs. The estimated error term can be expressed as in Equation (7), 
 

tjtjtj XY 10
ˆˆˆ λλε −−= .                 (7) 

 
The following two steps are used to estimate FTC and VTC, respectively, by decomposition of the error 
term.  
 
Step 1: The FTC and the average value of the FTC are estimated in Equations (8) and (9), respectively,  
 

( )tjtjtj XYFTC −= ,                 (8) 

( ) ∑=
=

n

t
tj FTC

n
FTCE

1

1 .                 (9) 

 
Step 2: The VTC is the difference of the error term and the FTC as in Equation (10),  
 

tjtjtj FTCVTC −= ε̂ .               (10) 
 
Substituting the values of the error term and FTC from Equations (7) and (8), respectively, in Equation 
(10) and rearranging the terms, we obtain Equation (11), 
 

( ) 01
ˆˆ1 λλ −−= tjtj XVTC .              (11) 

 
Since the error term is not normally distributed, we apply bootstrapping for Equation (12) generate the 
minimum and maximum VTC from the error term for the VTC condition as stated in Equation (11),  
 

( ) 01
ˆˆ1ˆ λλε −−= tjtj X .               (12) 
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The bootstrapping is conducted through the ”model solution” process of Eviews using the stochastic 
simulation, 10,000 repetitions and the Newton Solution Algorithm. The average values of the minimum 
and maximum VTC are estimated in Equations (13) and (14), respectively, 
 

( ) ∑=
=

n

t
tj VTC

n
VTCE

1

min 1 ,         (13) 

( ) ∑=
=

n

t
tj VTC

n
VTCE

1

max 1 .         (14) 

Data   
 
In this study, PCP tests were conducted for six major currency options (AUD, BP, CAD, EUR, JPY and 
SF) of the WCO market, traded in PHLX. The WCO market started trading on July 24, 2007 (Offshore A-
Letter, 2007), but the data are available from 18 December 2007 in the DATASTREM. This study 
therefore includes the put-call pairs of the sample currencies from December 18, 2007 to October 7, 2009, 
which represents total number of 472 daily observations for each currency. The expiration dates of the 
options are within 90 days on the same cycle as those of stock options, i.e., the third Friday of the month. 
Each currency options contract represents 10,000 units of the underlying currency, except for Japanese 
yen (1,000,000). The WCO contract size is smaller than that of the existing currency options contract. 
Further, the data set consists of the daily closing spot exchange rates and daily risk-free interest rates for 
all currencies for the sample period which also obtained from DATASTREAM.All of these data are 
available on request.  
 
EMPIRICAL RESULTS 
 
The PCP econometric analysis was conducted for Equation (6), accommodating serial correlation and 
ARCH effects using ARMA and GARCH models, respectively.  The results are summarized in Table 2. 
The P-values in parentheses for the F-statistic indicate failure to reject the null hypothesis of no serial 
correlation and ARCH in the residual for all currencies. Further, the null hypothesis H0: λ0 = 0, cannot be 
rejected at any reasonable significance level for BP and EUR, but the intercepts  (λ0) are statistically 
different from 0 in all cases except BP and EUR. However, the estimates of the slopes (λ1) are all 
statistically different from zero and less than 1. The overall results suggest that the PCP does not hold for 
all sample currency options markets. 
 
Table 2: Regression Tests Accommodating Serial Correlation and ARCH Effects 
 

 Currency Intercept (λ0)  
 

Slope (λ1)  Serial Correlation 
 

ARCH 

 Coefficient Coefficient F-Statistic ARMA F-Statistic GARCH 
 

AUD -0.0015 
(0.0000) 

0.2595 
(0.0000) 

2.0934 
(0.1244) 

(3,0) 0.0404 
(0.8408) 

(1,1) 

BP -0.0008 
(0.0937) 

0.3468 
(0.0000) 

0.5849 
(0.5576) 

(1,1) 1.2368 
(0.2666) 

(1,1) 

CAD 0.0006 
(0.0017) 

0.5364 
(0.0000) 

1.1733 
(0.3103) 

(1,0) 0.1741 
(0.6767) 

(0,0) 

EUR 0.0006 
(0.1274) 

0.5963 
(0.000) 

0.4823  
(0.6177) 

(1,1) 0.4137  
(0.5204) 

(0,0) 

JPY 0.1965 
(0.0000) 

0.8310 
(0.0000) 

1.5407 
(0.2153) 

(1,1) 0.1103 
(0.7400) 

(1,1) 

SF 
 

0.0014 
(0.0000) 

0.5082 
(0.0000) 

0.2626 
(0.7692) 

(2,3) 0.2039 
(0.6518) 

(0,0) 

Notes: This table shows the regression estimates of the equation: tjtjtj XY ελλ ++= 10 . Tests of H0:λ0=0 and λ1=1. The P-values are in 
parentheses below the estimated coefficients and F-statistics. The null hypothesis of the LM test is that there is no serial correlation in the 
residual up to the lag order p, where the number of lag p = max(r, q) for ARMA (r, q). Similarly, the null hypothesis of the ARCH LM test is that 
there is no ARCH up to the order given in the residual. The null hypotheses of the LM tests for serial correlation and ARCH are rejected. 
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The FTC and VTC represent two major categories of transaction costs (TC) estimated by decomposition 
of the error term, and are presented in Table 3. The average value of FTC is estimated using Equation (9). 
Similarly, the average values of Min (minimum) VTC and Max (maximum) VTC are obtained from 
Equations (13) and (14), respectively. Note that FTC, Min VTC and Max VTC are estimated in terms of 
U.S. dollars per unit of foreign currency options. The width of the TC swing  boundary is the difference 
between Min VTC and Max VTC from columns 3 and 4, respectively [e.g.,  for AUD, 0.018429 = 
0.010348-(-0.008081)]. The TC swing boundary is the band within which non- attractive arbitrage profits 
due to PCP violations can swing without creating real arbitrage opportunities. In other words, the profit 
amount within this band will disappear with appropriate transaction costs. 
 
Table 3: Transaction Costs Estimates by Decomposition of The Error Term 
 

Currency FTC Min VTC Max VTC TC swing boundary 
 

AUD 0.002124 -0.008081 0.010348 0.018429       
BP 0.002423 -0.008657 0.016075 0.024732       
CAD 0.001255 -0.004765 0.006802 0.011567       
EUR 0.001836 -0.005009 0.007126 0.012135       
JPY 0.000019932 -0.00005319 0.00007101 0.012420       
SF 0.002356 -0.004123 0.004266 0.008389       

Note: The FTC estimates of the equation: ( ) ∑=
=

n

t
tj FTC

n
FTCE

1

1 . The Min VTC and Max VTC estimate of the equations 

( ) ∑=
=

n

t
tj VTC

n
VTCE

1

min 1 and ( ) ∑=
=

n

t
tj VTC

n
VTCE

1

max 1 , respectively. The FTC, Min VTC and Max VTC are in terms of U.S dollars per unit of 

foreign currency (FC) options. Since JPY contract size is 1,000,000, the TC swing boundary for JPY is estimated for contract size 10,000 as 
0.0012420 [(0.00007101+0.00005319)*100] to permit comparison with other currencies. 
 
Next, in Table 4, the FTC and VTC are computed in terms of U.S. dollars per contract of foreign currency 
options using the information reported in Table 3. Column 2 of Table 4 presents the sample foreign 
currency options contract size. The FTC in column 3 is calculated as the contract size multiplied by the 
value of FTC as reported in Table 3 [e.g., for AUD, 21.24 = (10,000 x 0.002124)]. Further, the FTC of all 
the sample currencies except CAD range from 18.36 to 24.23 U.S. dollars. This indicates that the FTC for 
currencies traded in the PHLX are reasonably close and institution-dependent. The result is consistent 
with the literature. The Min VTC in column 4 is estimated as the contract size multiplied by the Min VTC 
(absolute value) as reported in Table 3[e.g., for AUD, 80.81 = (10,000 x 0.008081)]. Similarly, the Max 
VTC in column 5 is the product of contract size and the value of Max VTC obtained from Table 3. The 
Min TC in column 6 is the sum of the FTC (column 3) and the Min VTC (column 4). Similarly, the Max 
TC in column 7 is sum of the FTC (column 3) and the Max VTC (column 5). Both the Min TC and Max 
TC vary across the currencies. We further observed that the larger the transaction costs (Min TC or Max 
TC), the wider the TC swing boundary as reported in Table 3. Phillips and Smith (1980) found similar 
results in their study.  
 
Table 4: Estimates of Transaction Costs (TC)    
 

Currency 
  

Contract size FTC  Min VTC Max VTC  Min TC Max TC  

AUD 10,000 21.24 80.81 103.48 102.05     124.72     
BP 10,000 24.23 86.57 160.75 110.80     184.98     
CAD 10,000 12.55 47.65 68.02 60.20       80.57       
EUR 10,000 18.36 50.09 71.26 68.45       89.62       
JPY 1,000,000 19.93 53.19 71.01 73.12       90.94       
SF 
 

10,000 23.56 41.23 42.66 64.79       66.22       

Note:  All costs are in terms of U.S. dollars per contract of foreign currency (FC) options.  
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Finally, we conducted PCP tests without TC (TCtj= 0) and with TC (TCtj≠ 0) using Equations (4) and (5) 
for the conversion and reversal strategies, respectively. The PCP violations under different test conditions 
are presented in Table 5. Without TC, the average PCP violations for all currencies are 75.56 and 24.44 
percent under the conversion and reversal strategies, respectively. This means that PCP is always 
violated, as the sum of the PCP violations is 100 (75.56+24.44) percent for the conversion and reversal 
strategies. This result is not accurate, however, as it also includes the PCP violations that generated 
arbitrage profits within the TC swing boundary, as discussed in Table 3. Consequently, the systematic 
analysis of transaction costs is required to determine the PCP violations by excluding non-attractive 
arbitrage profits. 
 
Table 5: Put-call Parity (PCP) Violations 
 

Currency PCP test without TC 
 

PCP test  with TC 

 Conversion strategy 
 

Reversal strategy Conversion strategy Reversal strategy 

 Violation  
 

Violation  Min violation  Max violation  Min violation Max violation 

AUD 67.58 32.42 2.33 5.08 1.06 1.06 
BP 65.89 34.11 0.85 8.26 0.21 0.42 
CAD 70.76 29.24 3.39 4.87 0.21 0.64 
EUR 69.70 30.30 5.08 8.69 0.42 0.64 
JPY 88.56 11.44 2.33 3.18 1.27 1.27 
SF 90.89 9.11 3.18 3.60 0.64 0.64 
Average 
 

75.56 24.44 2.86 5.61 0.64 0.78 

Note:   The equations  



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
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percent  under conversion and reversal strategy, respectively. The total number of PCP violation for each currency is the number of observations 
(472 for each currency) multiplied by the percentage of PCP violations as reported in the table. 
 
In Table 5, the Min violation and Max violation of PCP are determined using the Max TC and Min TC 
obtained from Table 4, respectively. Under the conversion strategy, the average Min violation and Max 
violation for all currency are 2.86 and 5.61 percent, respectively. Similarly, the average Min violation and 
Max violation are 0.64 and 0.78, respectively, for the reversal strategy.  Moreover, for the conversion and 
reversal strategy together, the total average Min violation and Max violation are 3.50 (2.86+0.64) and 
6.39 (5.61+0.78) percent, respectively. This means that the PCP violation varies from 3.50 to 6.39 
percent, and indicates that the options market is efficient for 93.61 (100-6.40) to 96.50 (100-3.5) percent 
of the cases. The overall results suggest that on average, currency options markets are efficient for more 
than 95 [(93.61+96.50)/2] percent of cases, with appropriate transaction costs.   
 
CONCLUSION 
 
This study addressed the controversial issue of transaction costs for currency options market traders as 
well as for researchers by implementing a simple and elegant approach to estimate them. We decomposed 
the error term generated from PCP econometric analysis in order to estimate two major types of 
transaction costs: FTC (fixed transaction costs) and VTC (variable transaction costs). Since the error term 
is not normally distributed, we apply the bootstrapping approach for decomposition of the error term. This 
paper includes six major currencies of world currency options (WCO) traded in the Philadelphia Stock 
Exchange (PHLX): Australian dollar (AUD), British pound (BP), Canadian dollar (CAD), Euro (EUR), 
Japanese yen (JPY) and Swiss franc (SF).  

For all sample currencies except CAD, the FTC is between 18.36 and 24.23 U.S. dollars, which indicate 
that the FTC is reasonably close for the sample currencies traded in PHLX. It confirms that the FTC is 
institution-dependent. The result is consistent with the findings of Phillips and Smith (1980). In the 
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literature, bid-ask spreads are used as a proxy for VTC, which is currency-dependent. In this study, we 
found similar results, i.e., that the Min VTC and Max VTC vary across currencies. We further observed 
that the larger the transaction costs (Min TC or Max TC), the wider the TC swing boundary. This is 
consistent with the findings of Phillips and Smith (1980) in their systematic analysis of transaction costs. 
Overall, it is evident that the estimated transaction costs in this study are accurate and reliable.         
 
Next, we determined the Min violation and Max violation of PCP with Max TC and Min TC, 
respectively. We found that the average PCP violations range from 3.50 to 6.39 percent. This means that 
the efficiency of the options market varies from 93.61 (100-6.40) to 96.50 (100-3.5) percent. The overall 
results suggest that on average, the currency options market is efficient for more than 95 
[(93.61+96.50)/2] percent cases when the appropriate transaction costs are applied. The robustness of 
transaction cost discovery in this study will eliminate the dependence of transaction costs on crude 
proxies. Traders and researchers can use this approach as a standard method to estimate transaction costs 
accurately and reliably. Since the error term is usually designed to capture unknown factors, the estimated 
transaction costs might include other unknown information. We therefore intend in our future work to 
design a model that obtains transaction costs precisely after filtering out information other than 
transaction costs.           
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