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ABSTRACT 

 
The purpose of this paper is to present a data analytics model utilizing a large database of beer reviews. 
We are witnessing a big data revolution with companies’ ability to capture and analyze large volumes, 
velocity, and variety of consumer spending patterns and purchase factors. Analysis of consumer reviews 
recently has shifted from focusing only on consumer ratings to also mining the content of those reviews.  
Using a sample of approximately 9 million reviews over 22 years from BeerAdvocate, we developed a 
multiple regression model to test the relationship of alcohol by volume (ABV) and review word length to 
the rating that a beer received. Our main finding was that the more (ABV) that a beer had, the higher was 
that beer’s average rating. Although increased ABV was associated with higher consumer scores, we found 
diminishing returns. We also confirmed that negativity bias occurred in these reviews—lower-scoring beers 
tended to have longer reviews than higher scoring beers had. This suggests that breweries would be advised 
to have higher alcohol content in their products to meet consumer preferences (even if those preferences 
are subconscious). Given the supply chain disruptions plaguing the world today, big data analysis of 
consumer preferences for beer could enable both manufacturers with constrained capacity to better align 
product offerings with consumer tastes and preferences.  
 
JEL: L31, L84, M11 
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INTRODUCTION 
 

ccording to the Brewers Association (2020), the beer market is valued at 94.1 billion dollars 
annually. Even though the overall beer market has been declining in recent years, the number of 
craft breweries still is increasing, resulting in more product variety and consumer choice (Brewers 

Association, 2020). This explosion of independent craft breweries has led to breweries pushing the limits 
of traditional brewing by experimenting with ingredients in unique ways to create differentiated product 
offerings. According to the National Brewers Wholesale Association (NBWA) (2019), while a typical beer 
distributor managed only 185 unique SKUs in 1999, the typical distributor managed 1,174 unique SKUs in 
2018 (an increase of approximately 635 percent). As a result, selecting a beer that a consumer may enjoy 
becomes increasingly difficult. To help with this process, online reviews are a way that current and potential 
customers can obtain suggestions. Social proof theory states that a higher rated product is more likely to be 
selected by others. In their study, Shin and Darpy (2020) found that 42.28 percent of respondents indicated 
that they would choose a higher rated product even if it were more expensive. The purpose of this research 
is to present a data analytics model showing determinants of high consumer beer ratings.  Using multiple 
regression analysis, we examined the data obtained from BeerAdvocate (posted on Kaggle, retrieved May 
29, 2020). This data set contained over 9 million user reviews of beers from 1996 – 2018. Our research 
question was: What factors drive higher scores in online beer reviews? If we could find statistically 
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significant independent variables that correlated with the final score, that information could be helpful for 
breweries in tailoring their products or targeted marketing toward customers.  
 
The next section discusses the literature review. After that, we present the data and the methodology. The 
last two sections include results followed by discussion and conclusions. 
 
LITERATURE REVIEW 
 
Supply Chain Big Data Analytics 
 
The term big data has been defined as data sets that are so large that they require complex methods of 
storage, management, analysis and technology for visualization (Chen et al., 2012). In addition, Erevelles 
et al. (2016) defined analytics as tools to help find hidden patterns in data. Using the combination of data 
and analytical tools, organizations are able to uncover valuable insights to make better business decisions 
(Power et al., 2018; Sharma et al., 2014). Big data and analytics have been particularly useful in 
manufacturing and supply chain management due to availability of data internally and externally in the 
organization (Sahay & Ranjan, 2008; Trkman et al., 2010). Big data analytics has been defined using the 
three Vs: volume, variety, and velocity (Gartner, 2012; Kwon & Sim, 2013; McAfee & Brynjolfsson, 2012). 
The volume of the data refers to the size of the data set that is available (Gandomi & Haider, 2015). Because 
data is easier to store and less expensive to collect, the sheer size of data sets available has increased 
exponentially. According to Holst (2021), the amount of data created, captured, copied, and consumed 
worldwide increased from 2 zettabytes in 2020 to 64.2 zettabytes in 2021, and is projected to reach 181 
zettabytes in 2025. The velocity of data refers to the speed at which big data is generated (Gandomi & 
Haider, 2015). Because data is generated quickly, and in some cases, available in real time, organizations 
must quickly capture and analyze this data to extract maximum value (McAfee & Brynjolfsson, 2012). 
Finally, variety refers to the heterogeneity of the data (Gandomi & Haider, 2015). Today, data beyond 
numbers (structured) can be captured and analyzed in the form of sensor data, social media posts, images, 
audio, video, and even customer reviews (unstructured). Cukier (2010) found that only 5 percent of data is 
structured, while the other 95 percent exists in an unstructured form.  
 
Bendle and Wang (2016) presented a taxonomy of big data divided into two types: structured data (e.g., 
ratings, questions with binary answers, or questions with a finite range of responses) and unstructured data 
(e.g., reviews written in free-form English). As the field of big data and analytics has evolved and has 
become more complex, explaining the field with only volume, variety, and velocity provided an incomplete 
description of the field. As such, the 3 Vs of big data analytics have since been expanded to 5Vs to also 
include veracity and value. Wamba et al. (2015) appear to have been the first to present the 5V big data 
elements from prior research in an integrated framework as: volume, variety, velocity, veracity, and value. 
Veracity refers to the correctness, precision, and reliability of the data (Gandomi & Haider, 2015; Richey 
et al., 2016), which researchers and practitioners have found to be a large barrier in implementing robust 
data analytics strategies (LaValle et al., 2011) and is critical to draw accurate conclusions about the data 
(Aman et al., 2014). Finally, value refers to the usefulness or worth of the data. In raw form, data holds 
little value (Gandomi & Haider, 2015), but as data transitions from unstructured data to structured data, and 
is later organized and analyzed, it holds much more value to be incorporated into models and strategies 
(Harris & Mehrotra, 2014; Veeramachaneni, 2016). 
 
Sources of big data include point-of-sale data, in-store path data (e.g., customer browsing and purchase 
behaviors), and user-generated content (data created by unpaid contributors; e.g., internet searches as well 
as online reviews and ratings of products and services) (Boone et al., 2019). Recently the supply chain 
literature has experienced an increase in articles about big data analytics and literature reviews summarizing 
those articles (e.g., Ghalehkhondabi et al., 2020; Hazen et al., 2018; Mahya & Fereshteh, 2020; Talwar et 
al., 2021). Text mining at its core is a computer-automated process of word counting in free-form text 
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(Kulkarni et al., 2019). Ghalehkhondabi et al. (2020) divided the big data analytics research in supply chain 
management into the following categories: strategy development, operations improvement, sustainability, 
food supply chains, risk management, and marketing and sales. Given that our current study is an analysis 
of the effects of consumer reviews and product characteristics on demand, the next section focuses on 
research related to big data analytics for demand forecasting. 
 
Big Data Analytics for Demand Forecasting 
 
Sikora and Chauhan (2012) suggested that online reviews of products and reviewer-related data are 
considered by many as one of the most important knowledge-based systems associated with online 
commerce websites. These reviews could be mined for both structured and unstructured data, as defined by 
Bendle and Wang (2016). Several researchers have studied online reviews to improve forecasting 
effectiveness. Chong et al. (2017) compared the predictive ability of online promotional marketing and 
online reviews as predictors of consumer product demand. By extracting data from Amazon.com and using 
a neural network analysis, they were able to show that variables from promotional marketing strategies and 
online reviews were significant predictors of demand, and of the two, variables related to online reviews 
were better predictors of demand. For example, Schneider and Gupta (2016) studied reviews of tablets 
posted on Amazon.com. Using a bag-of-words method along with a random projections approach to reduce 
the amount of manual pre-processing of textual data (required to reduce the number of words or sequences 
of words to be mined), they found that their model performed better than a competitor’s model for 
forecasting demand for existing and new products. Chern et al. (2015) analyzed online reviews to develop 
a new forecasting model using sales data from a cosmetic retail chain in Taiwan. They used variables such 
as the properties of reviews (polarity and text sentiment), characteristics of the reviewer, and responses 
from readers (number of readers who liked the review). Ting et al. (2017) used Python programming and 
data mining to study consumer reviews from Yelp.com and to assess how customer experiences posted 
online affect demand in the U.S. hospitality industry. They used text analytics to create a list of 36 words 
associated with online reviews by hotel customers related to rating, price, and rating/price. Furthermore, 
Salehan and Kim (2016) employed a sentiment mining approach of online consumer reviews of 20 different 
products posted on Amazon.com, and found that reviews with higher levels of positive sentiment in their 
titles exhibited higher readership. In addition, they found that reviews with neutral text polarity were 
perceived as being more helpful, and that the length of a review positively affected readership and perceived 
helpfulness of those reviews. Finally, Archak et al. (2011) used text mining of consumer reviews posted on 
Amazon.com for two different products (digital cameras and camcorders). They combined textual data with 
econometric and predictive modeling, finding that the content of the text in reviews was able to be used to 
predict consumer demand. 
 
Beer Reviews 
 
Some prior research has focused on beer reviews. For example, Colen and Swinnen (2016) analyzed the 
changes in beer consumption among countries over time. They found that per capita beer consumption fell 
in traditional beer-drinking countries, but increased strongly in emerging countries, particularly China. 
They suggested that beer consumption initially increases with rising incomes, but then decreases at higher 
levels of income. Donadini et al. (2014) conducted a study of 246 beer drinkers and 8 different beers in a 
tavern in Italy. They found that the highest percent (about 40 percent) preferred sweet and fruity samples, 
which were perceived as having a higher level of alcohol. Conversely, Thong et al. (2018), in a labeled 
choice experiment with beer drinkers in Vietnam, found that alcohol content had the least significant effect 
on consumer beer choice—beer brand, packaging format, and price were the most significant predictors of 
consumers’ choice of beer. However, they noted that the alcohol percentage only ranged between 4.5% and 
5.5%. Meyerding et al. (2019) surveyed German beer consumers to determine attributes of beer that 
consumers find critical to the purchasing process. They found that beer type had the highest influence on 
consumer beer choice, followed by price, the origin of beer, and alcohol content. In a study of beer 



A. Manikas et al | IJMMR ♦ Vol. 15 ♦ No. 1 ♦ 2022 
 

4 
 

consumption in the U.S., Schiff et al. (2021) analyzed manufacturer websites, consumer beer-related 
websites, and Nielsen Consumer Panel data. They found that higher alcohol content beer consumption 
increased steadily from 2004 – 2014, increasing from 9.6 percent of total consumption in 2004 to 21.6 
percent in 2014. From 2011 on, however, total consumption of beer in the U.S. declined by 3.04 percent 
annually. Given the extant literature, we believe that a gap exists in examining if, and how, alcohol 
percentages affect the rating that consumers assign to beers. 
 
DATA AND METHODOLOGY 
 
In this section, the model is described first. Second, the variables are discussed. Third, the data are 
described. Fourth, the hypotheses are presented.  
 
Model Description 
 
Data on beer reviews were collected from Kaggle (https://www.kaggle.com/ehallmar/beers-breweries-and-
beer-reviews) on May 29, 2020, at the commencement of this study. There were 9,069,130 reviews, of 
which 8,897,129 had complete data for our analysis (a text review and populated score data). Therefore, 
our final sample included 8,897,129 reviews. For each review, a user filled out a free-form text review, and 
rated five numeric components (Look, Smell, Taste, Feel, and Overall). Those components then were used 
to calculate Score.  
 
Variables 
 
Dependent Variable: Score. Score is a numeric rating overall for a beer based on five attributes (Look, 
Smell, Taste, Feel, and Overall) that users filled out based on a five-point Likert scale that ranged from 1 
(least appealing) to 5 (most appealing). Per BeerAdvocate (BeerAdvocate, 2021), Score was calculated as 
0.06 * Look + 0.24 * Smell + 0.40 * Taste + 0.10 * Feel + 0.20 * Overall.  
 
Independent Variables: ABV (Alcohol by volume) is a measure of the percentage of alcohol, where a higher 
number indicates a stronger beer. TotWords is a count of how many words the user typed into their free-
form review of the beer. 
 
Controls: Year, Month, and Day are from the date that the review was completed. These control variables 
allow isolation of artifacts due to chronology (e.g., it may be that reviews during a recession year, or a 
certain month of the year, are systematically higher). 
 
Brewery_Id: is a unique number to identify a particular brewery. It may be that beers from a certain brewery 
are rated consistently better or worse than other breweries, so this control variable was used to capture that 
effect. 
 
Data Description 
 
Figure 1 highlights the the dispersion of the original 9,069,130 beer reviews in the original database before 
we dropped incomplete records to get our final sample. The number of reviews by year in the database 
increased from 1996 through 2014, then tapered down through 2018. 
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Figure 1: Number of Reviews by Year 
 

 
Figure 1 displays the number of reviews by year in the original dataset. Note that this number increased dramatically from 1996 to 2014, and then 
tapered down. 
 
Table 1 presents the correlations between the variables included in the database.  
 
Table 1: Correlations between Variables 
 

 
Score ABV TotWords Year Month Day Brewery_Id 

Score 1 
      

ABV 0.3300* 1 
     

TotWords -0.0277* 0.0100* 1 
    

Year 0.1038* 0.0588* -0.4253* 1 
   

Month -0.0050* -0.0188* -0.0177* -0.0987* 1 
  

Day 0.0015* 0.0003 -0.0030* -0.0057* 0.0189* 1 
 

Brewery_Id 0.1168* 0.0111* -0.1202* 0.3831* -0.0105* 0.0022* 1 

Table 1 shows the correlations between variables. Correlations that were significant at p<0.05 are denoted with *. 
 
As the alcohol content among beers differs widely, we wondered if that was a contributing factor to the 
variation in scores that reviewers gave. Therefore, we examined the possible influence of the alcohol 
percentage, alcohol by volume (ABV), on the reviewers’ scoring of beers (Score). Further, we analyzed the 
length of the free-form review text (TotWords) and its relationship with that Score. We determined how our 
independent variables affected the Score that these beers received. Our two variables were ABV (alcohol by 
volume) and TotWords (the total number of words that the reviewer typed in their free-form review). 
Because drinking beer provides a vehicle for alcohol, we posited that higher ABV beers would be rated 
higher – after all, alcohol is likely a significant reason why people are drinking beer. 
 
Hypothesis 1: Beers with a higher ABV will have higher Scores by reviewers. 
 
Further, negativity bias would predict that people tend to say more about products that they dislike than 
those that they like. Telling someone that a beer is good conveys information to an audience. However, 
when a reviewer wants to convey that a beer is bad, they tend to explain in detail how it is “not good.” Prior 
research has demonstrated a negativity bias, i.e., people tend to evaluate negative information more highly 
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than positive information (Poncheri et al., 2008). Thus, we hypothesized that higher scoring beers would 
have significantly shorter free-form reviews (TotWords). 
 
 
Hypothesis 2: Beers with longer (shorter) free-form reviews will correlate with lower (higher) Scores by 
reviewers. 
 
The regression model for predicting Score is: 
 
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =  𝛽𝛽0 + 𝛽𝛽1 ∗ 𝐴𝐴𝐴𝐴𝐴𝐴 + 𝛽𝛽2 ∗ 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 + 𝛽𝛽3 ∗ 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑦𝑦𝐼𝐼𝐼𝐼 + 𝛽𝛽4 ∗ 𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌 + 𝛽𝛽5 ∗ 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀ℎ + 𝛽𝛽6 ∗ 𝐷𝐷𝐷𝐷𝐷𝐷 
(1) 
 
RESULTS 
 
Using linear regression in Stata 17 software, we found the results shown in Table 2. Both of our hypotheses 
were supported; higher ABV correlated positively with higher Scores, and the longer the review (TotWords), 
the lower the Score (negative correlation). The non-significance of the year dummy variables indicates that 
the Scores did not change significantly from year to year, even though the number of reviews varied widely 
from year to year, as shown in Figure 1 above. 
 
We found that higher ABV correlated significantly and positively with the Score that a beer received. 
Further, the total words (TotWords) used to describe the beer increased as the Score decreased (significant 
and negative), thereby confirming negativity bias. We conducted two post hoc analyses here to delve into 
the details of these relationships. For the first post hoc analysis, we analyzed the average number of words 
used for beers (TotWords) scoring below average (3.9 was the average score out of 5 for beers in our dataset) 
versus the average number of words for beers (TotWords) scoring above average. From the regression 
results shown in Table 2, we knew that there would be a difference, but we wanted to find out the average 
number of words in positive versus negative scoring beer reviews. The average total words for reviews 
(TotWords) with Scores below the mean was equal to 60.6 words, and the average number of words 
(TotWords) for reviews with Scores above the mean was equal to 30.3. We conducted a two-sample t-test 
with unequal variances on these two distributions, and rejected the null hypothesis that they were equal. 
Therefore, the alternate hypothesis that the difference was not equal to zero was assumed. Thus, there was 
a statistically significant difference (p<0.01) between the shorter reviews for above-average rated beers and 
the longer reviews for below-average rated beers. Further, by looking at the coefficients and significance 
of the months in the above regression, we can examine seasonality effects, as shown in Table 3. During 
July and August, Scores were systematically lower. Note that reviewers were from around the world, but 
the majority (82.9%) were from the United States. Thus, July and August in the northern hemisphere (U.S.) 
would be hotter months.  
 
We found that higher ABV correlated significantly and positively with the Score that a beer received. 
Further, the total words (TotWords) used to describe the beer increased as the Score decreased (significant 
and negative), thereby confirming negativity bias. We conducted two post hoc analyses here to delve into 
the details of these relationships. For the first post hoc analysis, we analyzed the average number of words 
used for beers (TotWords) scoring below average (3.9 was the average score out of 5 for beers in our dataset) 
versus the average number of words for beers (TotWords) scoring above average. From the regression 
results shown in Table 2, we knew that there would be a difference, but we wanted to find out the average 
number of words in positive versus negative scoring beer reviews. The average total words for reviews 
(TotWords) with Scores below the mean was equal to 60.6 words, and the average number of words 
(TotWords) for reviews with Scores above the mean was equal to 30.3. We conducted a two-sample t-test 
with unequal variances on these two distributions, and rejected the null hypothesis that they were equal. 
Therefore, the alternate hypothesis that the difference was not equal to zero was assumed. Thus, there was 
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a statistically significant difference (p<0.01) between the shorter reviews for above-average rated beers and 
the longer reviews for below-average rated beers. Further, by looking at the coefficients and significance 
of the months in the above regression, we can examine seasonality effects, as shown in Table 3. During 
July and August, Scores were systematically lower. Note that reviewers were from around the world, but 
the majority (82.9%) were from the United States. Thus, July and August in the northern hemisphere (U.S.) 
would be hotter months.  
 
Table 2: ABV and Review Total Words as Predictors of Score 
 

Variables Score 
ABV 0.0810*** 

(0.0000784) 
TotWords -0.000055*** 
 (0.00000331) 
1998.year -0.0657 
 (0.576) 
1999.year -0.123 
 (0.581) 
2000.year 0.0873 
 (0.575) 
2001.year -0.131 
 (0.572) 
2002.year -0.200 
 (0.572) 
2003.year -0.236 
 (0.572) 
2004.year -0.211 
 (0.572) 
2005.year -0.213 
 (0.572) 
2006.year -0.233 
 (0.572) 
2007.year -0.246 
 (0.572) 
2008.year -0.217 
 (0.572) 
2009.year -0.203 
 (0.572) 
2010.year -0.211 
 (0.572) 
2011.year -0.153 
 (0.572) 
2012.year -0.235 
 (0.572) 
2013.year -0.205 
 (0.572) 
2014.year -0.188 
 (0.572) 
2015.year -0.131 
 (0.572) 
2016.year -0.132 
 (0.572) 
2017.year -0.130 
 (0.572) 
2018.year -0.138 
 (0.572) 
Constant 3.424*** 
 (0.572) 
Observations 8,897,129 
R-squared 0.126 

Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.10 
Regression Equation: 𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺 =  𝛽𝛽0 + 𝛽𝛽1 ∗ 𝐴𝐴𝐴𝐴𝐴𝐴 + 𝛽𝛽2 ∗ 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 + 𝛽𝛽3 ∗ 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑦𝑦𝐼𝐼𝐼𝐼 + 𝛽𝛽4 ∗ 𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌 + 𝛽𝛽5 ∗ 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀ℎ + 𝛽𝛽6 ∗ 𝐷𝐷𝐷𝐷𝐷𝐷  
This table shows that certain breweries outperformed other breweries in a systemic manner (one brewery may make several highly rated beers).  
Per our hypotheses, higher ABV correlated with a higher Score by reviewers, and the total number of words (TotWords) correlated with a lower 
Score, i.e., fewer words were used to describe higher scoring beers. Note that we controlled for the year, month, and day of review with dummy 
variables and used a dummy variable for Brewery_Id (Brewery_Id, Month, & Day are not shown for ease of reading this table). Further note: The 
year dummy variables represent the coefficient and possible significanceof each year’s average review Score to other years. As all year dummy 
variables were not significant, there were not significant differences in beer review Scores across the 1996 – 2018 time period. The year 1997 had 
no reviews. 
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Table 3: Monthly Coefficients of Scores 
 

 
January 

Control Month 

February 0.0078 
March 0.0142 
April 0.0133 
May 0.0028 
June 0.0048 
July -0.0037 
August -0.0026 
September 0.0016 
October 0.0089 
November 0.0399 
December 0.0092 

All months significantly different from January at p<0.10 
 
For the second post hoc analysis, we plotted the ABV against Score to see if there was a linear or non-linear 
relationship between the two variables. We included a squared ABV term to see the shape (convex versus 
concave). The multiple regression results showed that the square term had a significant and negative sign, 
indicating a concave shape to the curve. In effect, higher ABV correlated positively to higher Score, but 
with diminishing returns. It might be that beyond the alcohol limits of this data set, extremely strong beers 
(ABV) might score lower than the average Score for the highest ABV beers in our sample. Figure 2 below 
is illustrative of the curve (we picked four points of ABV corresponding to the midpoint of ABV quartiles 
and the average score associated with them). 
 
Figure 2: ABV Related to Average Score 
 

 
This figure lists ABV on the x-axis and beer Score on the y-axis. As shown above, the higher the ABV, the higher the average Score that those beers 
received. However, the increase in Score had diminishing returns, i.e., going from 5% to 6% alcohol had a greater positive impact on the Score 
than moving from 8% to 9%.. 
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DISCUSSION AND CONCLUSIONS 
 
The goal of this paper was to investigate what factors might drive higher ratings of beers by consumers. 
Using nearly 9 million reviews over 22 years from BeerAdvocate, we were able to find strong evidence 
supporting our hypotheses. First, Hypothesis 1 was supported, indicating that beers with higher ABV tended 
to have higher scores from the reviewers. It may be that all the marketing related to small-batch, craft 
breweries, import versus domestic, etc., is not what is important to consumers’ wants and needs – whether 
or not they realize it. Our data give evidence that consumers like strong beers better. This one factor, ABV, 
drives the ratings, and we would advise any breweries to focus on stronger beverages if they seek to get 
higher reviews than those of competitor products. Further, in case consumers are aware that they prefer 
higher ABV, breweries could list the ABV more prominently on the label. However, consumers may not 
be aware of why they happen to prefer a certain beer, and conversely, be dissuaded from trying a high 
alcohol beer, as it may seem less “social.” 
 
Although negativity bias is a known phenomenon, with Hypothesis 2, we confirmed that negativity bias 
plays a role in online beer reviews. Consumers find negative aspects of a product more salient than positive 
ones, so they will tend to write longer reviews for products that they dislike compared to the reviews for 
products that they prefer. One limitation of our approach is that we used data for beer only. We cannot be 
sure that ABV would have the same effect for wine or bourbon drinks, as those may have other prestige 
factors such as the age of the wine, the location where grown, the barrel for the bourbon, how many years 
aged, etc. We would expect the negativity bias to show in wine/bourbon reviews, as that phenomenon has 
been documented previously in a wide variety of consumer review contexts. Beers typically have a limited 
range of ABV compared to wines and hard liquor. A study of a wider variety of alcoholic drinks with a 
large range of ABV would be a good future study. We also cannot be sure of the mechanism of ABV that 
is causing higher ratings – is it the sweetness, the increased effect on the consumer, or something else? 
Further, different regions of the world (country, climate, etc.) may have different preferences for ABV, 
which could be explored in future research. 
 
Increasing the ABV of a beer comes with additional expense. This requires additional ingredients such as 
fruit, honey, maple syrup, and other simple sugars (Lewis, 2020). In addition, specialty beers that require 
aging in bourbon or oak barrels require the additional expenses of the equipment and the time and space to 
age the beer. These additional expenses must be weighed against a range of factors, including higher ABV 
content and higher consumer reviews.  
 
Many of the reviews are rich with additional information that is relevant to consumer tastes and preferences. 
A more careful analysis of the free-form text could uncover trends as well as categories that are important 
to consumers beyond the categories that were used in the reviews (Look, Smell, Taste, Feel, and Overall). 
Because product reviews are influential in purchasing decisions, there are growing concerns about the 
veracity of product reviews. While it is clear that BeerAdvocate has processes in place to minimize the 
number of fraudulent reviews (requiring user accounts, only one review per beer, “report” button (for other 
users to report other reviews), disclaimer pertaining to review rules and consequences, etc.), fraudulent 
reviews still exist. Perhaps reviewers should have to take a picture of their UPC to ensure that the timing 
of their review aligns with the timing of consumption, and that the person writing the review actually 
consumed the beer (veracity). Logistic regression models also could be built to identify inaccurate or 
fraudulent reviews from those that are accurate. For instance, a large number of misspelled words, reviews 
where the text matches the exact text of another review (duplicated reviews), or reviews that fall outside of 
realistic tolerance ranges may be variables that could be incorporated into a model to identify reviews that 
should be flagged and potentially removed from the sample. For example, a review from a user who rated 
look, smell, taste, and feel as 5, but then provided an overall rating of 1 could be flagged as an inaccurate 
review.  
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