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ABSTRACT 

 
Meta-analysis is a statistical technique that allows one to combine the results from multiple studies to glean 
inferences on the overall importance of a certain phenomenon. This study employs a substantive meta-
analysis approach to quantitatively summarize the results of empirical studies of the direct impact of 
products’ warning labels on consumers’ recall. When all the available estimates are combined and 
averaged, there seems to be a genuine and positive effect of warning labels on consumers’ recall (average 
effect size = 0.34, aggregate n = 1882). The findings of this study significantly refine the body of knowledge 
concerning the impact of products’ warning labels on consumers’ recall, and thereby offer an improved 
conceptual framework for marketers and warning label designers. 
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INTRODUCTION 
 

he proliferation of warning labels has become a defining characteristic of modern marketplace. 
Cigarettes, alcoholic beverages, appliances, saccharine, cosmetics and other personal care products 
are among consumer products that carry warnings. Various service products also carry warning 

labels. Examples include investment and insurance services. The presence of warning labels is not restricted 
to product packaging and package inserts; they also appear in the advertising of various products and 
services and in places where products are sold (Stewart and Martin, 1994). Warning labels serve two major 
aims. The first aim is consumer awareness, that is, education about potential problems associated with 
excessive or inappropriate consumption. The second aim is the prevention and/or modification of harmful 
consumer behaviour ensuing from education (Stockley, 2001). Warning labels have been consistently 
proposed as a cost-effective prevention strategy to communicate risks associated with certain products. For 
example, alcoholic warning labels have been shown to receive the highest public support among a variety 
of alcohol control policies, including policies on availability, educational programmes, and higher taxes 
(Kaskutas, 1993). 
 
For products that are potentially hazardous to consumers, warning labels are potentially important 
communication tools that are available for both marketers and public policy agencies. Such warning labels 
can inform consumers about the risks and potential dangers related to product usage (Lepkowska-White 
and Parsons, 2001). Persuasion literature indicates that message recall affects consume attitudes towards 
the message, which in turn may influence subsequent behavior (Ajzen, 1991). Curiously, given the 
importance of the relationship between warning labels and consumers’ recall, no systematic review has 
been conducted to synthesize the results of previous research. By sifting through previous research we fill 
this research gap by answering the following question: “Does the exposure to warning labels affect the 
consumers’ recall of their contents?” 
 
 

T 
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Thus, in this research we conduct a meta-analysis to synthesize and validate the impact of warning labels 
on consumers’ recall and memory by analyzing the empirical results of various studies over a period 
spanning around 25 years. Synthesizing existing research has an impact beyond its utility for informing 
policy and practice as systematic reviews enable knowledge to be accumulated in a manageable way 
(Harden and Thomas, 2005).  This research is organized as follows: The next section briefly reviews 
previous literature. The methodology section describes the methodology used to conduct the analysis. The 
results section provides the results of the quantitative analysis. This is followed by the conclusions section, 
which concludes the paper by providing the implications of the results and exploring avenues for future 
research and practice. 
 
LITERATURE REVIEW 
 
Lehto and Miller (1986) argue that the major purpose of warning labels is to alert consumers to a potential 
hazard and trigger the processing of additional information in memory, within the warning itself or 
elsewhere. Across several studies, effects of warning labels have been reported on awareness, exposure, 
and recall (e.g. Hankin et al., 1998). Warning effects on memory and recall are important because they are 
measures of the effectiveness of the warning. Recall and memory are also important because changes in 
these cognitive measures may ultimately lead to reductions in product-related problems (MacKinnon et al., 
2000). Previous research on recall of warning labels has been sporadic and limited (Morris, Gilpin, Lenos 
& Hobbs, 2011). A stream of research has focused on warning labels' visibility and consumers' awareness 
(Fox, Krugman, Fletcher, & Fischer, 1998, Krugman, Fox, Fletcher, Fischer, & Rohs, 1994, Marin, 1997). 
Extended exposure to products' warning labels has been found to increase both awareness and control 
behaviors (Muggli, Pollay, Lew, & Joseph, 2002). Warning label wording has also been found to affect the 
effectiveness of such labels (Heaps & Henley, 1999). For example, the effectiveness of the warning 
"Smoking causes lung cancer, heart disease, emphysema, and may complicate pregnancy" was rated as 
more effective compared to the label "Tobacco smoke harms the health of individuals near the smoker" 
(Malouff, Schutte, Frohardt, Deming, & Mentelli, 1992). Similar results have been reported by Andrews, 
Netemeyer, & Durvasula (1991), Beltramini (1988), and Loken and Howard-Pitney (1988).  
 
Previous marketing research has also investigated consumers' compliance behavior with warning labels. 
Mixed results have been reported showing varying rates of behavioral compliance.  For example, Orwin, 
Schucker, & Stokes (1984) found that a saccharin label warning label against elevated cancer risk reduced 
diet soft drink by around 4 % below predicted levels. In a similar vein, Goyal, Rajan, Essien, and Sansgiry 
(2012) found that organ-specific warning labels improve consumers' risk perception of liver damage and 
increase the intention to perform protective behaviors regarding over-the-counter acetaminophen products. 
Borland et al. (2009) found that cigarettes' warning labels help increase quit-related cognitive responses. 
Miller, Hill, Quester, & Hiller (2009) also found that warning labels associated with graphic fear appeals 
result in an increase in the number of calls to quit lines. Hammond, Fong, McDonald, Brown, and Cameron 
(2004) found that around 45% of the respondents reported either benefiting from warning labels by quiting 
or by staying abstinent. However, in a qualitative investigation spanning four countries, Haines-Saah, Bel, 
and Dennis (2015) found that cigarettes' warning labels might have potential unintended consequences on 
consumers by obscuring the social and embodied contexts of the smoking experience. 
 
Yong et al. (2014) used structural equation modeling (SEM) to investigate the impact of warning labels on 
smoking behavior. The authors found that warning labels influence thoughts about risk of smoking, increase 
worry about negative outcomes, and are also strong predictors of subsequent quit attempts. In a stated 
preference choice experiment, Lacanilao, Cash, and Adamowicz (2011) asked respondents to choose 
between high-fat snakes, some displaying a warning label, and some healthier snakes. The authors found 
that one class of respondents heeds warning labels, another class cares only for price but not warning labels, 
yet a third class avoids less healthy snacks and cares about price only when a warning label is present. 
However, using eye-tracking techniques, Crespo, Cabestrero, Grizb, and Quiros (2007) found that using 
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graphic images along with warning labels decrease the effectiveness of warning labels compared to using 
the traditional "general surgeon" warning labels. Ruiter and Kok (2005) found that verbal warning labels 
were only deemed to be effective when consumers were directed to "engage with the text". This is 
particularly true when the wear-out effect of warning labels is present. 
 
Studies reporting alcohol warning labels recall found that there was an increase from 3.8% to 28.5% 
between 1989 and 1994 (Mazis, Morris, & Swasy, 1995). The drink driving text warning was recalled by 
around 25% of adults in the US (Tam & Greenfield, 2010). However, some studies found that such text 
warnings had virtually no impact on behavioral change (Scholes-Balog, Heerde, & Hemphill. 2012, 
Wilkinson & Room, 2009). Some studies found that alcohol drinkers were unable to recall the language of 
alcohol warnings (MacKinnon et al. 2001, Malouff et al. 1993). Barlow and Wogalter (1993) found that 
alcohol warnings in print ads were recalled more when the warning was highly conspicuous. Other studies 
have reported that text-only warnings were forgettable and ineffective compared to graphic pictorial 
warnings, which create negative effect toward smoking and increase willingness to quit (Bansal-Travers, 
Hammond, Smith, & Cummings, 2011, Moodie, MacKintosh, & Hammond, 2009, Peters et al. 2007, White, 
Webster, & Wakefield, 2008). However, Kees et al. (2010) found that gruesome pictorial warnings are less 
recalled because they interfere with the cognitive processing and comprehension of the warning message 
text. These findings contradict a recent survey conducted in Mexico, in which the authors reported a positive 
association between pictorial health warning labels and free recall in a sample of 1765 respondents 
(Thrasher et al. 2012).  
 
DATA AND METHODOLOGY 
 
Meta-analyses are being used more frequently for setting public policy, defining research agendas, and 
influencing practice. Meta–analysis is a statistical synthesis method that provides the opportunity to view 
the “whole picture” in a research context by combining and analyzing the quantitative results of many 
empirical studies (Glass, 1976). The aim is to take advantage of the large numbers resulting from the use 
of a number of samples to permit a better estimate of the population statistic. It is likely to prove particularly 
useful where the samples in individual studies are too small to yield valid conclusions or where there are 
many non-experimental studies with low statistical power (Petitti, 1994). Rosenthal and DiMatteo (2001, 
p. 62) argue that meta-analysis is more than a statistical method; it is a “methodology for systematically 
examining a body of research, carefully formulating hypotheses, conducting an exhaustive search, 
recording and statistically synthesizing and combining data and reporting results.” 
 
The primary advantage of a meta-analysis is that findings from a multitude of studies can be effectively 
summarized using a standardized metric of effect (e.g., Cohen’s d) that is relatively easy to interpret. The 
effect size statistic ranges between positive 1 and negative 1 in the vast majority of cases. Although no 
standards exist for interpreting effect size estimates, Cohen (1977) suggests that when interpreting values 
of d, .20 would be indicative of a small effect, .50 a medium effect, and .80 a large effect. 
 
Analogous to most meta-analysis, our study began with an examination of the known research on consumer 
recall of warning labels. This examination was conducted by searches of the standard computerized 
databases (e.g., ABI/Inform, EBSCO, Science Direct, Emerald etc.) From the relevant literature, citations 
and references were extracted and catalogued in an iterative process until nearly 40 articles, proceedings, 
book chapters, and dissertations were identified that in some fashion addressed the consumer recall of 
warning labels phenomenon. The first contribution was published in 1982. Articles were distributed across 
twenty-three journals, proceedings and dissertations. Studies excluded were (a) studies that made references 
to consumer recall of warning labels but did so in the context of brief conceptual discussion and thus was 
only tangentially related tour investigation, (b) studies that did employ some empirical analysis, but did not 
report Pearson correlation coefficients or other statistics capable of being converted to point-biserial 



M. M. Mostafa | IJMMR ♦ Vol. 9 ♦ No. 1 ♦ 2016 
 

84 
 

correlations, and (c) studies known to be drawn from the same data set as another study that has already 
been included in the analysis. This resulted in 14 studies in the meta-analysis (Table 1).  
 
Table 1: Summary of Studies Included In Meta-Analysis 
 

Author(S) Research Design Product Location of Warning Label  N   R  

Barlow and Wogalter (1991) Experimental Alcohol Adverts 105 0.66 
Bhalla and Lactovicka (1984) Experimental Cigarettes Adverts 84 0.44 
Desaulniers (1987) Experimental Chemicals Product 50 0.20 
Frantz (1992) Experimental Chemicals Product 80 0.49 
Gardner-Bonneau et al. (1989) Experimental Cigarettes Paper 118 0.09 
Goldhaber and deTurck (1988) Experimental Pool Wall 328 0.28 
Kalsher et al. (1991) Experimental Alcohol Poster 134 0.31 
Karnes and Leonard (1986) Experimental Chemicals Product 40 0.35 
*Nohre et al. (1999) Survey Alcohol Product 6391 0.31 
Otsubo, S. (1988) Experimental Saw Product 125 0.20 
Strawbridge (1986) Experimental Chemicals Product 195 0.16 
Wogalter et al – study 1 (1992) Experimental Chemicals Sign 48 0.51 
Wogalter et al – study 2 (1992) Experimental Chemicals Sign 80 0.38 
Young and Wogalter (1990) Experimental Electric Generator Paper 531 0.30 

*Note: Excluded from meta-analysis. This table shows all the studies included in our meta-analysis along with publication dates, sample size and 
correlation coefficient either reported or calculated from the studies data. As seen from the table, almost all warning labels fall in one of three 
major categories: cigarettes, alcohol, or chemical products. Correlation coefficients ranged between 0.09 and 0.66. 
 
Selected studies were coded for classifying study variables. The code book allowed for the collection of a 
large mount of information such as general study characteristics, design characteristics, demographic 
information pertaining to the study participants, psychometric properties of the study instruments, methods 
of statistical analysis and other characteristics. 
 
Meta-analysis procedures suggested by Hunter and Schmidt (2004) were employed in this study. These 
methods can be outlined as: (a) calculation of effect sizes pertaining to the relationship between warning 
labels and consumers’ recall, (b) analysis of outliers and missing data, (c) homogeneity analysis of effect 
sizes, and (d) testing for publication bias. 
 
Data were the correlation coefficients from previous studies that described the relationship between warning 
labels and consumers’ recall. Two approaches, namely a single finding per study or multiple findings per 
study, were often used in meta-analysis. According to Grewal et al. (1997), the advantage of extracting one 
finding per study is a guarantee of the independence of each finding. Following Palmatier et al (2006), we 
accumulated results and calculated the average effect within a study when a study gave separate reports for 
different findings but used the same subjects. For their relative convenience in analyzing a large number of 
variables, MetaWin version 2.0 (Rosenberg et al., 2000) and R software packages were used to conduct the 
analysis. 
 
RESULTS 
 
Effect Size 
 
The term effect size refers to the sample estimate of the population effect regardless of the particular effect 
size indicator used (Fern and Monroe, 1996).  Effect sizes were reported in the original papers in a variety 
of forms (e.g. t, F, P values). We converted these various test statistics to Hedge’s d following the formulas 
suggested by Rosenthal (1991).  
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In meta-analysis, both fixed-effect models and random-effect models have been used to estimate effect size. 
fixed-effect models assume that samples within a study share a common true effect size, while random-
effects models assume that studies have a common mean effect, but that there is also random variation in 
effect sizes within a study. Several researchers have used fixed-effect models (e.g. Moller and Thornhill, 
1998), although random-effect models are probably more appropriate because there is no reason to assume 
that there is a single common true effect size across all studies (Gurevitch and Hedges, 1999). We took a 
random-effects perspective, which Hunter and Schmidt (2000) recommend for routine use in meta-analysis 
when calculating mean correlations. In this approach, the variability in findings across studies is treated as 
arising from both the sampling of studies, reflecting between-studies variance, and the sampling of 
individuals within studies, reflecting sampling error. According to Hunter and Schmidt (2000), the random-
effect approach produces more generalizable results and is less subject to Type I errors when the 
assumptions of the fixed-effect model are not met. I fact, Chen and Peace (2013) argue that in practice most 
researchers "perform both a fixed-effects and a random-effects meta-analysis on the same set of studies - 
even if there is an 'a priori' basis for believing the fixed-effects model is appropriate." (p. 68). 
 
The analysis of effect sizes adjusted for measurement error was indicative of a moderate relationship 
between consumers’ exposure to product warning labels and recall (Pearson correlation r = 0.34). 95% 
Confidence interval for all effect sizes ranged from 0.25 to 0.42 for the random effects model. For 
comparative purposes, the confidence interval ranged from 0.27 to 0.35 for the fixed effects model. Figure 
1 presents a "forest plot" of the estimates and their corresponding 95% confidence intervals for each study 
included in our meta-analysis, as well as the global summary or combined estimate. 
 
Figure 1. Forest Plot of Studies Included in the Meta-Analysis 

 
 
This figure shows a plot of the estimates and their corresponding 95% confidence intervals (CIs) for each study included in the meta-analysis. The 
figure also shows the global summary of combined estimate. The 95% CIs are represented by lines, while the squares in the middle represent the 
point estimates. The global estimate is represented by the diamond, whose its width is the associated 95% CI. 
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Detecting Outliers 
 
Outliers’ analysis is an essential step in any meta-analysis study as the presence of outliers is likely to distort 
the results (Davis and Rothstein, 2006). One simple strategy for handling outliers is to delete them from 
analysis if they are not believed to be representative of study findings. Analysis of the distribution of the 
effect sizes revealed one potential outlier that contributed to a skewed effect size distribution. This outlier 
was reported in Nohre et al.’s study (1999) in which a very big sample was used (n = 6391). After excluding 
this study, the distribution of standardized effect sizes approached normality as shown in Figure 2. 
 
Figure 2: Normal Quantile Plot with 95% Confidence Interval 

 
This figure shows the normal quantile on the x-axis and the standardized effect size on the y-axis. The normal quantile plot is generally used to 
detect potential outliers that may contribute to a skewed effect size distribution. After eliminating a potential outlier (Nohr et al. 1999 study), the 
distribution seems to be fairly normal. 
 
Heterogeneity and Resampling Tests 
 
Assessing heterogeneity means answering the question “How different are the results of these studies?” 
(Attia et al., 2003, p. 300). The most commonly used test for between-study heterogeneity in meta-analysis 
is the Q statistic (Fleiss, 1993). The Q statistic is defined as the sum of the weighted squared differences of 
the effect size of each study from the summary effect size obtained under fixed-effects assumption. 
Alternative tests have been proposed that usually, but not always, give very similar results (Ioannidis et al., 
2006). However, bootstrapping validation suggests that the Q statistic is the most reliable of these tests 
(Takkouche et al., 1999). We used the Meta package in R to conduct the heterogeneity analysis, which 
resulted in a significant Q-value (Q = 44.28, df = 12, P = 0.0001), which suggests that the variances in the 
sample of effect sizes were not homogeneously distributed and could not be accounted for by sampling 
error alone. 
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The parametric model used in our study to derive the effect size d relies on the assumption that the 
observations are normally distributed for each study. In addition, the Q statistic used to assess the 
homogeneity of the effect sizes among studies is approximately chi-squared distributed when the normality 
condition is met. If this condition is violated, the conventional tests of homogeneity may be flawed (Hedges 
and Olkin, 1985).  
 
Adams et al. (1997) recommend that resampling methods should be incorporated in meta-analysis studies 
to ascertain the robustness of estimates. resampling methods, preeminently the bootstrap technique,  test 
the significance of a statistic by generating a distribution of that statistic by permuting the data many times, 
each time recalculating the statistic. By comparing the original statistic to this generated distribution, a 
significance level can be determined (Manly, 1991). 
  
We first computed the bootstrap confidence limits for the mean effect sizes using the conventional method, 
the percentile bootstrap (Efron, 1979). One problem with percentile bootstrap confidence limits however, 
is that as sample sizes decrease, the lengths of percentile bootstrap confidence limits tend to become 
underestimated (Efron, 1987). Bias-corrected percentile bootstrap confidence limits have been suggested 
to correct for distributions when > 50% of the bootstrap replicates are larger or smaller than the observed 
value, which happens often with small samples (Efron, 1979). As our meta-analysis contained a small 
number of studies, we also calculated the Bias-corrected percentile bootstrap confidence limits. As 
recommended by Adams and Anthony (1996), 5000 replications were done to reduce variation around the 
significance levels. Results show that the percentile bootstrap confidence limits are quite similar to the 
parametric confidence limits, which ascertain the robustness of standard meta-analytic techniques. 
 
Publication Bias 
 
Publication bias refers to the tendency to publish studies that show statistically significant results. Such 
“positive” studies are “therefore more likely to be located for and included in meta-analyses, which may 
introduce bias.”  (Sterne et al., 2000, p. 1119). A survey of studies reported in four psychological journal 
and three medical journals found high proportions of papers confirmed the experimental hypotheses being 
tested (Sterling et al., 1995). Gregoire et al. (1995) reported that 78% of identified meta-analyses of 
randomised trials had language of publication restrictions. Because of publication bias, studies included in 
a meta-analysis may not generally represent a random sample of all studies actually conducted (Hsu, 2002). 
Since all but three of the studies used in this meta-analysis were from published sources in English language, 
there is a possibility that publication bias is affecting results. 
 
Several methods have been proposed to detect the existence of publication bias in meta-analyses. We used 
three methods for assessing the potential importance of publication bias. First, we used the funnel plot 
recommended as a graphical device for investigating the possibility of publication bias (Light and Pillemer, 
1984). A common interpretation is that a symmetric, inverted funnel shape implies no publication bias, but 
if the funnel appears to be missing points in the lower corner of the plot, there is potential bias (Borenstein, 
2005). 
 
In Figure 3 a funnel plot was constructed with standardized correlations on the x-axis and standard error on 
the y-axis. As seen in Figure 3, the funnel plot appears to be relatively symmetric, although it is clearly not 
perfectly so, indicating little or no publication bias. However, Tang and Liu (2000) criticized the simplistic 
conclusion that a meta-analysis is biased based on the informal observation of an asymmetric funnel plot 
and suggested that one should interpret it as a ‘precision-related’ heterogeneity.  
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Figure 3. Funnel Plot 

 
This figure represents a funnel plot used to informally check potential publication bias. In this figure the x-axis represents standardized correlations 
while the y-axis represents the standard errors. The funnel plot appears relatively symmetric, indicating the absence of potential publication bias.    
 
Begg and Mazumdar (1994) proposed a test for publication bias based on assessing the significance of the 
correlation between the ranks of effect estimates and the ranks of their variances. The test involves 
standardizing the effect estimates to stabilize the variances and performing an adjusted rank correlation test 
based on Kendall’s τ. We also applied the formal rank correlation test of Begg and Mazumdar to test 
statistically for publication bias. Results indicate that sample sizes are not significantly correlated with the 
standardized effect sizes (r = -0.245, P = 0.243, NS). This suggests that unpublished studies had similar 
relative effects to those of published studies. 
 
Finally, a “fail-safe” number (Rosenthal, 1991) has been suggested to detect publication bias. This widely 
used technique estimates the number of studies having zero effect that would have to be published to reduce 
the overall mean effect size to non-significance. It has been suggested that a fail-safe number should be 
presented for all meta-analyses, as an aid in the assessment of the degree of confidence that can be placed 
in the results (Thornton and Lee, 2000). We used both Rosenthal (1991) and Orwin’s (1983) formulas to 
determine the number of “missing” studies required to reduce the current man effect size (0.34) to a small 
one (0.10). Results indicated that 889 and 29 studies, respectively averaging a zero effect would have to be 
added to the results of the retrieved findings in order to change the conclusion regarding the magnitude of 
the effect from large to small (Cooper, 1998). This large fail-safe number indicates that results are robust 
because it seems unlikely that there would be that many non-significant unpublished studies in the file 
drawers (Rosenthal, 1991). Thus, the results indicate that new or unpublished studies not included in our 
meta-analysis do not represent serious threats to the validity of the findings for the bivariate relationship 
between warning labels and consumers’ recall. 
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More recently, Duval and Tweedie (2000) proposed a trim-and-fill method to estimate the number of 
“missing” studies due to publication bias. The method is reliant on the symmetric distribution of effect sizes 
around the “true” effect size if there is no publication bias, and the simple assumption that the most extreme 
results have not been published. However, simulation studies have found that the trim-and-fill method 
detects “missing” studies in a substantial proportion of meta-analysis, even in the absence of bias (Sterne 
et al., 2001). 
 
In conclusion, we can state that despite small differences in characteristics of published and unpublished 
studies, the unpublished studies reported in our meta-analysis did not differ in terms of effect size from all 
previous studies. Thus, there was no direct evidence of publication bias. This conclusion, however, is based 
on only a small number of unpublished studies. Therefore, it is possible that the unpublished results we 
obtained are not representative of unpublished studies in this research area. 
 
CONCLUSIONS 
 
In this research we conduct a meta-analysis to synthesize and validate the impact of warning labels on 
consumers’ recall and memory by analyzing the empirical results of various studies over a period spanning 
around 25 years. The results of our meta-analysis indicate that warning labels moderately influence recall. 
This finding should emphasize to warning label designers that it is imperative to use vivid-enhancing 
characteristics in designing warning labels if they hope to achieve high levels of recall. Previous research 
has found that overexposure or “wear-out” is a major problem for any warning label message that 
consumers are exposed to repeatedly over time (e.g., Strahan et al., 2002). Pictorial warning labels may 
reduce the wear out effect and enhance recall. For example, it might be easier for a consumer to avoid 
reading a text message than to avoid seeing a picture of cancerous lungs that covers half of the front of a 
cigarette pack. 
 
Although our meta-analysis results indicate that consumers moderately remember warning labels, warning 
label designers may enhance consumers’ recall through the design of simple warning messages where the 
importance of information is made explicit rather than left to the inferences of the consumer. Limiting the 
number of inferences consumers must make is especially critical because some researchers have found that 
older consumers have difficulty making appropriate inferences from warning label texts (e.g., Hasher et al., 
1987). Previous research indicates also that the presence of difficult words in warning labels may negatively 
affect recall of warnings by some consumer groups (e.g., Lepkowska-White and Parsons, 2001). Thus, 
warning labels are supposed to be designed so that a majority of consumers can comprehend them well and 
use products more safely.  
 
Meta-analyses have several strengths, but thy also suffer from some inherent limitations. First, it must be 
noted that, though meta-analyses are more generalizable than any one study because the resulting effect 
size represents a greater variety of primary sample characteristics than can be achieved through a single 
primary study, by its nature, meta-analysis contains an inherent sampling bias towards quantitative studies 
that report effect sizes. Thus our research should be considered a summary of the available quantitative 
research on the effects of warning labels on consumer recall. Second, because of the limited number of 
studies included in our meta-analysis (n = 14), the study may have a limited statistical power. Using a 
Monte Carlo simulation, Field (2001) found that a meta-analysis should include at least 15 studies, 
otherwise the Type I error (accepting a false null hypothesis) could be severely inflated. As we were limited 
by the availability of research studying the relationship between warning labels and consumer recall, future 
researchers may include more studies that focus on this area. The more studies that are included, the more 
creditable are the results at representing this investigated domain. Third, some concerns has recently been 
voiced over the liberal inclusion criteria of some meta-analyses. It has been suggested that when studies 
suffering major methodological flaws are included in a meta-analysis, the internal validity of the review is 
jeopardized (Fitzgerald and Rumrill, 2003). Although journal editors want to ensure published studies are 
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those conducted with scientific rigor, future researchers should address this concern as it relates to meta-
analytic reviews. Finally, while our meta-analysis shows that consumers can moderately recall information 
presented in a warning label (r = 0.35, N = 1882), moderating factors have not been analysed in this study. 
Future research should explore the influence of moderator factors, such as vividness-enhancing 
characteristics, familiarity with the product, placement of the warning label, the use of color and pictorial 
features, and the format of warning label information on consumers’ recall of its contents. 
 
Appendix: Sample R codes used to conduct the meta-analysis 
 
install.packages("metafor") 
install.packages("metacor") 
install.packages("meta") 
library(metafor) 
library(metacor) 
library(meta) 
data.recall <- read.delim("[path location]/recall.txt", header = T, sep = "\t") 
data.recall 
nbsp.DSL.metacor=metacor.DSL(data.recall$r, data.recall$N, data.recall$Label) 
nbsp.DSL.metacor 
nbsp.OP.metacor=metacor.OP(data.recall$r, data.recall$N, data.recall$Lbel) 
nbsp.OP.metacor 
#  Tests of heterogeneity 
nbsp.DSLfromMeta=metacor(cor=r, n=N, studlab=Label, data=data.recall) 
summary(nbsp.DSLfromMeta) 
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